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ABSTRACT 

Sudden changes in operating conditions in a piping system, like closing or opening of the 

valve, starting and stopping of the pump, induce hydraulic transient. The hydraulic transient 

manifests as pressure fluctuations inside the pipe, which travels back and forth until the available 

energy from the abrupt changes in flow condition gets dissipated. The pressure fluctuations 

(water hammer) cause pressure rise/drop alternatively in the piping system. When low pressure 

prevails for a long time and goes below the vapour pressure of the fluid, the system is subjected 

to cavitation. The cavitation is the formation, growth and collapse of vapour bubbles in a flowing 

fluid and results into very high-pressure fluctuations. Although the modelling using one-

dimensional continuity and momentum equations can predict the maximum water hammer 

pressure accurately, the simulated flow characteristic, viz., the pressure wave, deviates from the 

measured. In many instances, this deviation between the simulated and computed pressure wave 

is reduced by incorporating some concepts like variable unsteady friction, artificial viscosity and 

diffusive terms in the governing equations. While the system undergoes water hammer and 

cavitation, the piping system experiences severe dynamic forces because of fluid-structure 

interaction. Fluid induced structural motion and structure induced fluid motion, and the 

underlying coupling mechanisms are referred to as fluid-structure interaction (FSI). Several 

attempts have been carried out to incorporate the FSI into numerical models by using one-

dimensional structural equations. The study of FSI in a practical problem, considering the 

prominent physical features of the problem, is not yet present in the literature. Moreover, the 

influence of support conditions on transient flow was not dealt with in detail. Hence, the present 

study investigates, both numerically and experimentally, the effect of fluid-structure interaction 

on the damping of pressure fluctuations because of the closure the valve in a reservoir-pipe-valve 

system.   

The current study includes an experimental investigation into the effect of valve closure 

and spacing of anchors on transient cavitating flow through the pipes of three different materials. 

The materials considered in the study are mild steel (MS), unplasticized polyvinyl chloride 

(UPVC) and high-density polyethylene (HDPE). The experiments with different flow rates of 

fluid and different closure times of the valve in the piping system proved that the first pressure 
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peak in water hammer under sudden closure condition does not depend on the closure time of the 

valve; whereas the occurrence of cavitation and the pressure rise due to cavitation are highly 

influenced by the closure time of the valve. The pressure rise due to cavitation varies drastically 

with a decrease in closure time. The water hammer pressure in the piping system, for both elastic 

and visco-elastic materials included in the study, remains unaltered with the change in the 

number of fixed anchors attached to the system. As the rigidity of the piping system is increased 

by adding more number of fixed anchors, the chance of occurrence of cavitation and the resulting 

pressure rise are increased, whereas the lateral acceleration of the piping system decreases 

significantly during the experiments. Hence, the spacing of anchors in any piping system should 

be decided by considering the lateral acceleration of the piping system and pressure rise due to 

cavitation. For industries where vibration has to be limited, anchors can be provided closely, by 

taking precautionary measures to avoid the failure due to cavitation.  

  The current study also includes a numerical investigation into the effect of fluid-structure 

interaction (FSI) on transient flow characteristics in a piping system and the influence of spacing 

of anchors, on transient flow. The current study proved that the proper accounting of fluid-

structure interaction (FSI) in the transient analysis can predict the pressure variation with 

reasonable accuracy, without any additional artificial methods mentioned earlier. Numerical 

simulations of four different problems from two different experimental setups, published in 

literature and the one conducted in the study have been used for assessing the effect of FSI on the 

damping of the pressure wave. It is found that the model accounting the fluid-structural system 

predicts of the damping of the pressure wave in the quasi- rigid pipe system better, whereas the 

incorporation of FSI does not yield any improvement for a completely rigid system like a pipe 

buried in concrete. In general, the piping system will not be rigid and hence, the study 

incorporating FSI has a significant role in the transient analysis in practical piping systems to 

predict the damping of pressure wave effectively. However, the huge computation load limits 

such studies. 

Keywords: Water hammer, Sudden closure, Cavitation, Fluid structure interaction, 

Computational Fluid Dynamics, Pressure wave damping. 
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CHAPTER 1 

 INTRODUCTION 

1.1. Background  

 Transient flow in a piping system is a transition of flow from one steady flow to 

another and occurs as a result of the abrupt changes in the normal operating condition like 

closing or opening of the valve, starting or stopping of pumps. Such abrupt changes create 

pressure waves of significant magnitude. The propagation and reflection of these pressure waves 

are referred to as hydraulic transients or water hammer (WH). Classical one-dimensional water 

hammer equations were commonly used to model transient flow (Chaudhry, 1979; Chaudhry and 

Hussaini, 1985; Hadj-Taıeb and Lili, 2000; Greyvenstein, 2002; Mitosek and Szymkiewicz, 

2012; Amara et al., 2013; Shimada and Vardy, 2013; Seck et al., 2017; Martins et al., 2017). 

Though these equations correctly predicted the first pressure peak, the experimental results 

always show sudden damping of pressure wave contrasting the numerical results obtained from 

classical WH analysis (Araya and Chaudhry, 1997; Brunone et al., 2000; Mitosek and 

Szymkiewicz, 2012; Amara et al., 2013; Monajitha et al., 2014; Shimada and Vardy, 2013; Seck 

et al., 2017; Martins et al., 2017). Many researchers investigated the reasons for this deviation 

and identified a few factors such as fluid friction, nature of network demand, unsteady friction, 

leaks in pipes and elasticity of pipe material (Araya and Chaudhry, 1997; Vitkovsky et al., 2000; 

Brunone et al., 2000; Mitosek and Szymkiewicz, 2012; Amara et al., 2013; Monajitha et al., 

2014; Shimada and Vardy, 2013; Seck et al., 2017; Martins et al., 2017) as the reasons.  

The interaction between the pipe material and the fluid (Fluid structure interaction) is a 

physical phenomenon which does not have full representation in the classical water hammer 

theory. This lack of representation of fluid-structure interaction in the conventional water 

hammer model could be one of the possible reasons for having the deviation in the damping of 

pressure between that observed in experimental measurements and that from the model. Fluid 

induced structural motion, structure induced fluid motion, and the underlying coupling 

mechanisms are commonly referred to as Fluid-Structure Interaction (FSI). In conventional water 

hammer analysis, the elasticity of pipe is incorporated into the propagation speed of pressure 
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waves; and the pipe inertia and axial pipe motion are generally not taken into account. These 

simplifications are acceptable for rigidly anchored pipe system. However, for less restrained 

systems, fluid structure interaction is more significant (Heinsbroek and Tijsseling, 1994; Ferras 

et al., 2016a). Three liquid-pipe interaction mechanisms were generally used to model the FSI, 

and these are friction coupling, Poisson coupling and Junction coupling (Wiggert et al., 1987; 

Lavooij and Tijsseling, 1991).  The Friction coupling represents the mutual friction between the 

liquid and the pipe. The Poisson coupling relates the pressures in the liquid to the axial 

(longitudinal) stresses in the pipe through the radial contraction or expansion of the pipe wall. 

The Junction coupling applies at specific points in a pipe system such as unrestrained valves, 

bends and tees.  

Water hammer waves cause pressure rise/drop alternatively in the piping system. When 

low pressure goes below the vapour pressure of the fluid, the system is subjected to cavitation. 

The cavitation is the formation, growth and collapse of vapour bubbles in a flowing fluid when 

the pressure drops below its vapour pressure. Research area on cavitation is vast and includes 

gaseous cavitation, vaporous cavitation and column separation. Simpson and Bergant (1994a) 

summarized the previous experimental investigations in the field of water hammer with column 

separation. Generally, the pressure caused by water hammer with cavitation is significantly 

higher than that consequent to water hammer alone. Hence, investigations considering the effect 

of cavitation on piping system also become essential. 

1.2. The relevance of the Topic  

The study on fluid structure interaction in liquid-filled pipe system dates back to the 

nineteenth century; the fundamental theoretical basis for FSI in straight liquid-filled pipes was 

proposed by Skalak (1954). In classical water hammer theory, an equivalent bulk modulus K* 

was initially included to represent the effect of pipe material and the thickness of the pipe. Later, 

different structural parameters were included in the WH analysis. Accordingly, several 

mathematical models are available in the literature to represent FSI in WH analysis. During a 

transient flow event in a fluid-filled piping system, the generated pressure wave propagates in the 

fluid and induces the axial, flexural, rotational, radial and torsional actions in the piping system. 

Even though many researchers included FSI in their study, most of them coupled the axial 
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motion equations of the pipe alone, with the fluid equations, in the analysis (four-equation 

model) (Lavooij and Tijsseling, 1991; Li et al., 2003; Ferras et al., 2017). The researchers who 

used all the aforementioned actions in the form of the fourteen-equation model (Wiggert et al., 

1987; Mittal and Tezduyar,1995; Heinsbroek,1997) including the lateral and torsional equations, 

considered these one dimensional (1-D) equations as uncoupled with the other four equations. 

Moreover, the interaction of all the equations is coupled at the junctions only.   

The load imparted on the piping system during the process of water hammer and 

cavitation is transferred to the support mechanisms such as anchors, thrusts, and blocks. Limited 

investigations have been carried out to study how the forces consequent to water hammer and 

cavitation are transmitted from the piping system to the pipe anchors and support mechanism and 

vice versa. Similarly, the studies seeking the influence of the support condition/ anchoring 

system on the transient cavitating flow are limited. Most of the investigations on FSI in piping 

system (Vardy and Fan, 1986; Heinsbroek and Tijsseling, 1994; Ferras et al., 2017) ignored the 

effect of cavitation in their theoretical work and made arrangements for avoiding cavitation in 

their experimental works. Vardy and Fan (1986 and 1989) carried out tests on FSI without 

cavitation on four different pipe systems in a test rig built in the Hydraulics Laboratory, 

University of Dundee (UK). Tijsseling and Fan (1991, 1992 and 1994) carried out experiments in 

the same experimental setup by considering cavitation. They carried out the experiments in a 

horizontal pipe, pipe with elbow and T pipe. All the tests were conducted in closed pipes 

suspended freely in a horizontal plane, thus avoiding the effect of support conditions and the 

transients were generated by the impact of solid steel rod on one of the pipe ends. Heinsbroek 

and Tijsseling (1994) conducted an experimental investigation on the effect of support rigidity 

on conventional water hammer analysis. Experimental set up consists of seven straight pipes 

connected by six 90o bends suspended by steel cables and supported by springs at the bends. This 

experiment has limited practical application owing to its deviation from the practical system. 

Ferras et al. (2017) developed a 1-D FSI solver for a modified form of 4-equation model, capable 

of describing the resistance to movement of anchor blocks and its effect on the transient pressure 

wave propagation in straight pipelines. However, the effect of fixed anchors on the transient 

cavitating flow has not been explored so far. Moreover cavitation is not considered in the 

experiments conducted by Heinsbroek and Tijsseling (1994) and Ferras et al. (2017).  



4 
 

1.3. The motivation for the Research Work 

Several cases of steel and concrete penstock failure have been reported (Adamkowski, 

2001). Adamkowski (2001) reported that a penstock failure in the Oigawa Power station, Japan 

in 1950 caused by water hammer as a result of the sudden closure of a butterfly valve. A detailed 

study of penstock failure in Lapino Power plant in December 1997 by Adamkowski (2001) 

revealed that the leading cause of failure was the excessive pressure rise due to water hammer. 

Moreover, the increase in pressure caused by water hammer in a piping system and its damping 

behviour can be influenced by the anchoring conditions of the piping system. Hence, the study of 

FSI is also vital in piping systems of nuclear reactors where the collapse of the system may lead 

to radiation which is the most hazardous situation. Such studies are significant in chemical 

industries also where failure creates environmental issues.  

Disruption of water supply is a common issue in Kerala, which is attributed by the pipe 

bursting because of water hammer and cavitation. The transient analysis with FSI can be utilized 

to assess the risk of failure of the existing pipes under different working conditions. Besides, the 

induced vibrations during transient flow in a liquid-filled piping system are also a crucial area to 

be investigated as it affects the pipe connections, fittings and flow regulating instruments. Hence, 

FSI analysis plays a critical role in the understanding of the acceleration of the piping system 

under dynamic loads and can be used as an aid to reduce the vibration of the piping system.  

1.4. Objectives of the Research Work  

The lack of representation of fluid-structure interaction in the classical water hammer 

theory could be one of the possible reasons for the inability in predicting the damping of pressure 

accurately. In FSI, there is an interface surface which is common for both the fluid and the solid 

domain. The governing equations of both the fluid and the solid must be satisfied at this 

interface. Similarly, fluid and solid boundary conditions must also be satisfied at this interface. A 

set of coupling conditions, which initiates the transfer of data between the fluid and solid 

domain, accomplishes this compatibility. During the transient condition in the fluid-filled piping 

system, the pressure waves propagate in the fluid and induce the axial, flexural, rotational, radial 

and torsion actions in the piping system. Even though many researchers included FSI in their 
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study, most of them coupled the axial motion equations of the pipe alone, with the fluid 

equations, in the analysis. The researchers who used the fourteen equation model, including the 

lateral and torsion equations, considered these 1-D equations as uncoupled with the other four 

equations. The interaction of all the equations is coupled at the junctions only.  The studies 

which incorporate two-way coupling of the structural and fluid system in the FSI analysis in 3-D 

were not yet addressed in full respect for a practical problem. Moreover, the study of FSI in a 

practical problem, considering the prominent physical features of the problem, is not present in 

the literature. 

Moreover, most of the experimental investigations on transient flow reported in the 

literature neglected cavitation and made arrangements to avoid cavitation during experiments. 

The studies with cavitation and FSI were conducted on suspended pipe systems, with closed 

pipes suspended freely in a horizontal plane, so that the effect of supporting conditions could be 

excluded. Limited experiments have been reported so far considering water hammer with 

cavitation incorporating the impact of fixed anchors. Hence, the effect of fixed anchors attached 

to the piping system on transient cavitating flow characteristics, in a reservoir-pipe-valve system 

is selected as the area of the present experimental investigation. The objectives of the present 

study are fixed accordingly as 

1. To assess the effect of valve closure time, flow velocity, material property and number of 

fixed anchors on transient cavitating flow through a pipe by conducting experiments in a 

reservoir-pipe-valve system.  

2. To simulate the transient flow for evaluating the effect of FSI on the damping of pressure 

wave.  

3. To examine the effect of number of fixed supports on transient flow through pipes by 

numerical simulation.  

1.5. Organization of the Thesis  

The thesis work comprising six chapters altogether as described below 
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• The introduction (Chapter 1) provides an overview of transient flow, cavitation and fluid 

structure interaction and the importance of modelling transient flow with fluid structure 

interaction. The scope and objective of work are also given at the end of this chapter. 

• The literature review (Chapter 2) provides historical background and overview of 

essential concepts related to the present research area. It is divided into four subsections, 

viz., water hammer, cavitation, computational fluid dynamics, and fluid structure 

interaction. The theoretical and experimental researches carried out in the area are 

included in this chapter. 

• Chapter 3 - materials and methods have four main parts. The first part provides the 

governing equations of fluid dynamics, structural dynamics and cavitation. The numerical 

methods used for the solution of concerned governing equations are given in the second 

part. The third part describes the numerical implementation procedure using the software. 

The last part includes the experimental setup and details of the experiment conducted as a 

part of the current study.   

• In chapter 4, the results and discussions of the current experimental investigation are 

presented. The experimental results are presented as the influence of different variables 

adopted for the study, on transient flow characteristics. 

• In chapter 5, the results and discussions of the numerical investigation are presented. This 

chapter has two main parts. The first part is the investigation on the effect of FSI on the 

wave damping of pressure. The second part includes the particulars of numerical 

modelling of the current experimental study to determine the influence of several fixed 

anchors on transient flow characteristics.   

• Summary and conclusion of the research are presented in chapter 6. 

1.6. Summary 

 This chapter gives an introduction about the transient cavitating flow and its significance 

in practical situations. It also describes the basic principles of Fluid Structure Interaction. 

Further, it details the scope and objectives of the present study and the thesis outline. 
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CHAPTER 2 

 REVIEW OF LITERATURE 

2.1. General 

For any piping system, a sudden change in operating conditions like closing or 

opening of the valve, starting and stopping of the pump induce transient flow. The hydraulic 

transient manifests as pressure fluctuations inside the pipe which travels to and fro until the 

available energy from the abrupt changes in flow condition gets dissipated. Finally, the flow 

attains another steady state. These phenomenon (water hammer wave) cause pressure 

rise/drop alternatively in the piping system. When the pressure drop prevails for a long time 

and drops to the vapour pressure of the fluid, the system is subjected to cavitation, which is 

the formation, growth and collapse of vapour bubbles in a flowing fluid.  During these 

processes, viz., the water hammer and cavitation, the piping system experiences severe 

dynamic forces due to fluid-structure interaction. A general review of these phenomena is 

discussed in the following sections.  

2.2. Water Hammer 

Abrupt changes in the flow condition like closing or opening of the valve, starting or 

stopping of the pumps, are unavoidable situations in hydraulic systems and cause water 

hammer. An approximate equation (Eqn. 2.1) for the maximum pressure resulting from the 

water hammer (known as Joukowsky pressure) was derived in the second half of the 19th 

century (Bergant et al., 2006).  

∆𝑝 = 𝜌𝑐∆𝑉 

(2.1) 

Where Δp is the maximum pressure due to the change in velocity ΔV,  ρ is the mass density of 

fluid and c the velocity of sound in the fluid. Further, 1-D water hammer equations were 

derived, based on the conservation of mass (continuity equation ) and momentum ( equation 

of motion). 
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The 1-D continuity equation and the equation of motion for representing the process 

of water hammer  are as shown in Eqn. 2.2 (Wylie et al. 1993). 

𝜕𝐻

𝜕𝑡
+

𝑐2

𝑔𝐴

𝜕𝑄

𝜕𝑥
= 0 

𝜕𝑄

𝜕𝑡
+ 𝑔𝐴

𝜕𝐻

𝜕𝑥
+

𝑓

2𝐷𝐴
𝑄|𝑄| = 0 

(2.2) 

where H is the pressure head, Q is the discharge, t is the time, g is the acceleration due to 

gravity, A is the area of cross section, f is the Darcy Weisbach friction factor and D is the 

internal diameter. 

Hughes (1963) studied the effect of a valve closure on water hammer waves in a fully 

developed laminar viscous flow by conducting experimental and numerical studies in a 

closed conduit. The researcher proposed a one-dimensional model that incorporated 

dispersion and dissipation of pressure wave during transient flow and validated the model 

successfully against the experimental data. Holmboe and Rouleau (1967) investigated the 

behaviour of pressure transients during a valve closure by conducting experiments in a 

pressurized tank-pipe-valve system. The pipe was embedded in concrete during the 

experiment to reduce the vibration of the system and to avoid the effect of support condition 

on transient flow. The experimental results match well with the results of one-dimensional 

numerical analysis. However, such a system with embedding concrete is not feasible in most 

of the practical cases. Streeter and Wylie’s (1967) classic text book elaborates on the Method 

of Characteristics (MOC) to solve the water hammer equations numerically. The MOC uses 

the compatibility relations that are valid along the positive and negative characteristic lines. 

Chaudhry and Hussaini (1985) presented three explicit finite difference schemes – 

MacCormac, Lambda and Gabutti schemes for the analysis of transient flow through the pipe. 

All the three schemes have a predictor step and a corrector step and are second-order accurate 

both in space and time.  The study showed that the advantage of second-order accurate 

schemes over first-order accurate schemes was negligible when the courant number was 

around one. Sibetheros et al. (1991) analysed the hydraulic transient by using the MOC  with 

spline interpolation function and proved that the numerical analysis of water hammer 

problems by using that method gave better accuracy than the MOC with linear interpolation.   
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Kono et al. (1992) analysed numerically the failure pattern of pipes, consequent to a sudden 

closure of a valve, by using the MOC method and compared the pattern with a real broken 

penstock. The pipe stresses were calculated by using the Finite Element Method (FEM) and 

the position at which plastic deformation initiated was also identified.  

Research on similar lines contributed substantially to the health monitoring of existing 

water distribution systems. The work of Ligget and Chen (1994) proposed an inverse 

transient analysis method for the health monitoring of an existing water distribution systems. 

A considerable amount of data were collected from the existing water distribution system and 

was used in the transient analysis algorithm to calibrate the system. The primary application 

of this method was the identification of leaks and thefts in the distribution system. Araya and 

Chaudhry (1997) developed a numerical model for the prediction of pressure wave in an 

unsteady flow, by introducing an energy dissipation factor in the momentum equation. The 

results of this model agreed well with the experimental results of Holmboe and Roleau 

(1967). Hadj-Taieb and Lili (2000) utilised the finite difference conservative method -

Newton Raphson iterative method- along with MOC for the modelling of water hammer in 

gas-liquid mixture flowing through a deformable pipe. The developed model was validated 

by using the experimental results of Chaudhry et al. (1990). The results from the finite 

difference conservative method closely agreed with the test results. The researchers found 

that the numerical oscillations could be reduced by adopting small space and time steps, and 

also by bringing the Courant number near unity. 

Brunone et al. (2000) measured the velocity profiles in transient flows by conducting 

experiments on polyethylene pipe and found strong resemblance with the theoretical models 

proposed by Araya and Chaudhry (1997). However, it is interesting to note that the measured 

velocity profile was unsymmetrical with respect to the centre of cross section at certain stage 

of the transient event. The upper half of the velocity profile showed a positive flow while the 

lower half showed a negative flow. Further, they used the unsteady friction concept in a 

numerical model and evaluated the “decay” coefficient to match the damping of pressure 

waves. Vitkovsky et al. (2000) conducted a numerical study based on unsteady friction model 

suggested by Brunone et al. (2000). The researchers introduced variable-unsteady friction 

(variable k model) and tested the model with the experimental results from Bergant and 

Simpson (1995).  They found that the variable-unsteady friction (variable k model) model 
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showed better agreement with the experimental results than the constant unsteady friction 

model.   

Adamkowski (2001) used the transient analysis with the classical water hammer 

equations, combined with material testing, and stress analysis to identify the reason for the 

penstock failure at Lapino Power plant. The researcher found that the bursting of the pipe was 

because of the excessive pressure rise consequent to water hammer after a rapid cut off in the 

flow. The study recommended that the factors  like the rate of flow cut off and the resulting 

maximum pressure rise, stresses in the geometrically unsymmetrical elements, and the quality 

of the welded or riveted joints, should be considered for the design of hydropower plants. 

Greyvenstein (2002) presented an implicit finite difference method that used a pressure 

correction approach with a time-step-weighing factor. The method could be used for liquid 

and gas flows, steady and transient flows and isothermal and non-isothermal flows. The 

developed numerical scheme was compared with the two-step Lax-Wendroff method and the 

second-order MOC. It is found that the results from the developed method with optimum 

value of time-step-weighing factor was in good agreement with that from the second-order 

two-step Lax-Wendroff method.  

Bourdarias and Gerbi (2002, 2008) developed a three-dimensional numerical model 

for compressible flow in deformable pipes and concluded that a significant part of energy   

was absorbed by the deformable pipe material and hence, the pressure generated during the 

water hammer is smaller in the pipes than in rigid and quasi-rigid pipes. The compressibility 

of water was modelled by using linearized pressure law. According to Karney and Filion 

(2003), there are six causative energy-dissipation mechanisms for damping the pressure 

fluctuations in a piping system, viz., fluid friction, the nature of network demand, the 

presence of leaks, the complexity of looped pipe, unsteady friction, and the presence of surge 

protection devices. But, most of these mechanisms (except first and fifth one) are irrelevant in 

the case of a single short pipe system, normally modelled in an experimental setup. Hence, it 

is appropriate to look for other mechanisms which cause the damping of pressure wave in a 

single piping system.  

Ghidaoui et al. (2005) conducted a review of the research works that were performed 

previously on the water hammer phenomenon. Around 134 studies were reviewed by 

emphasizing one-dimensional and two-dimensional mass and momentum equations, their 

solution methods, turbulence models and boundary conditions. Bergant et al. (2006)  
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reviewed all the general aspects of water hammer from the beginning to the late 20th century.  

A detailed survey of all available numerical models and all experimental works conducted so 

far in the field were included in this review.  

Shen et al. (2006) simulated the flow near the  entrance of a pipe by using multi-grid 

Finite Volume (FV) technique to reduce the computational cost. In this model, the equations 

were first solved on a very coarse grid, and these results were used for selecting a better 

initial guess for the subsequent finer grid. This process was repeated until the required 

accuracy was obtained. The process of incremently reducing the size of mesh could diminish 

the CPU time substantially. Leon et al. (2007) also used a second-order accurate finite 

volume scheme for modelling the transient flow. The performance of the proposed model was 

numerically tested by modelling smooth and sharp transients. It was found that the proposed 

model was superior to the MOC scheme and the previously developed FV schemes. The FV 

model  was extended to include two-phase flow by Leon et al. (2008). The researchers 

formulated a second-order accurate finite volume shock-capturing scheme for modelling one-

phase and two-phase transient flows. The proposed model was compared with the MOC 

scheme and the experimental results of Chaudry et al. (1990). The results showed that the 

performance of the  single-phase flow model greatly depended on the Courant number. When 

the adopted Courant number was close to unity, the MOC gave better results, whereas when 

that was below 0.95, the proposed FV model gave better results. It was found that the 

proposed scheme was more efficient for the two-phase flow than the MOC.  

Ahmadi and Keramat (2010) studied the effect of valve closure time on the water 

hammer pressure numerically by adopting two-valve closure times 30 ms and 50 ms. The 

researchers reported that when closure time is less than ‘2L/c’ (ratio of two times length to 

celerity of pressure wave), the valve closure time does not affect the maximum pressure rise. 

In that condition (sudden closure), the maximum pressure is related to the Joukowsky 

equation. When valve closure time is higher than ‘2L/c’ (gradual closure) the pressure rise is 

less than the Joukowsky pressure. 

The deviations of the numerical results from the experimental results in water hammer 

studies were a topic of research for several decades. Stephens et al. (2011) pointed out that 

most of the existing numerical transient models predicted the first water hammer pressure 

peak accurately but failed to predict the further phase lag or damping of pressure wave 

accurately. The researchers concluded that the reasons for this mismatch might be the 
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presence of entrained air, unsteady friction, friction losses and mechanical damping.  A 

transient model incorporating mechanical damping was able to predict the field results 

accurately. Mitosek and Szymkiewicz (2012) suggested a modification of the governing 

equations for unsteady pipe flow, on the basis of the results of many experiments carried out 

in steel and high-density polyethylene (HDPE) pipes of various lengths. The researchers 

proposed an approximate model for the elastic behaviour of the liquid and the pipe materials 

that account for the variable pressure wave velocity. The numerical tests showed that the 

proposed approach leads to a better agreement between the computational and experimental 

results. Also, the compressibility of water and the elasticity of the material of the pipe wall 

have major roles to play in the wave attenuation.  

Amara et al. (2013) also identified the deviation of numerical results from 

experimental results while simulating water hammer events. The researchers suggested a 

modification in the finite difference MacCormack scheme, by introducing an artificial 

viscosity and dissipation constant, to minimise the error between numerical and experimental 

results. The researchers used the two-step Runga - Kutta splitting technique for solving the 

governing equations. The adapted MacCormack scheme gave better results compared to the 

original one. Meanwhile Shimada and Vardy (2013) conducted   a few simulations to assess 

the influence of grid type, size and shape while using fixed-grid MOC for modelling water 

hammer events. The performances of a diamond grid and rectangular grid in the analysis of 

water hammer were assessed. The changes in grid type did not alter the numerical results 

though the grid types had their advantages and disadvantages.  

Influence of various factors on flow characteristics were also studied by conducting 

transient flow analysis to find out the reason for pressure wave damping. Mansuri et al. 

(2014) numerically investigated the effect of pipe roughness and reservoir water levels on the 

pressure waves during various transient events in a piping system. The effect of pipe wall 

roughness was studied by giving different values for Darcy’s Weisbach friction factor 

ranging from 0.002 to 0.1. The results indicated that the pressure wave damped more with an 

increase in the friction factor, but the reduction is only marginal. This behaviour suggested 

that the other mechanisms contributed to the deviation between the predicted and 

experimental results of pressure wave. Monajitha et al. (2014) also found that the 

experimental pressure wave damps out quickly compared to the numerical simulation. 

Generally, the 1-D numerical model simulates the first peak in the transient pressure variation 
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accurately, but it cannot capture the quick decay exhibited by the experimental pressure 

signals (Mitosek and Szymkiewicz, 2012; Monajitha et al., 2014). This difference between 

the observed and the calculated pressure characteristics during a transient flow may be due to 

the lack of representation of actual experimental conditions that range from the losses due to 

air entrainment to the losses due to pipe wall hysteresis.  

Mitosek and Szymkiewicz (2016) studied the influence different factors on the 

damping of  pressure wave  and  tried to establish a relation between the pipe length and the 

speed of pressure wave in a reservoir-pipe-valve system. Experiments were conducted for 

different pipe lengths ranging from 12 m to 177.4 m, and the periods of pressure waves were 

measured from the pressure wave cycle, and thus the wave celerity of each pipe length was 

calculated. The researchers found that the celerity of the pressure increased with the pipe 

length and was attributed to the effect of reservoir in case of pipes of small length. Following 

the numerical studies on the effect of valve closure time on transient flow, Kodura (2016) 

investigated the effect of valve closure time on peak of water hammer pressure by conducting 

experiments in steel and polyethylene pipelines. Four closure times were selected for the 

experiment, of which one was sudden closure and the remaining three were gradual closure. 

The researcher compared the performance of existing numerical models for predicting the 

pressure variation during gradual closure of valve and found that the predicted pressure peak 

is lower than the actual pressure peak obtained from the experiments. Seck et al. (2017) 

conducted a numerical investigation by using water hammer equations in conservation form, 

incorporating dynamic friction instead of quasi-steady friction. The researchers compared the 

developed numerical model with an analytical solution, experimental results and a quasi-

steady friction model and found that the dynamic friction model predicted the wave 

attenuation better than the quasi-static model. However, there is further room for 

improvement as there was an appreciable deviation of simulated pressure wave, even after 

implementation of the dynamic friction model, viz, the Brunone’s model (Brunone et al. 

1991) modified by Bergant (Bergant et al., 2001), from the measured one. These deviations 

always point towards the need for attempting alternative approaches to account pressure wave 

damping.  

From the literature review in the area of water hammer, it is found that the classical 

water hammer equations can be successfully used for the analysis, design, health monitoring 

and failure analysis of piping systems. The review also reveal the fact that one-dimensional 
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classical water hammer equations predict the first pressure rise accurately, but fail to model 

the damping of pressure waves.  Several researchers tried to reduce this deviation in the 

damping of pressure wave  by incorporating the various concepts like unsteady friction, the 

variable unsteady friction, the artificial viscosity and the dissipation constant into the 1-D 

model. However, there is further room for improvement as there was an appreciable deviation 

of simulated pressure wave, even after implementation of these strategies, as seen in the study 

by Seck et al. (2017). These deviations always point towards the need for attempting 

alternative approaches and higher dimensional models.  

2.3. Cavitation 

Water hammer waves cause pressure rise/drop alternatively in the piping system. 

When low pressure prevails for a long time, the system is subjected to cavitation. Research 

area on cavitation in transient flow itself is very wide including gaseous cavitation, vaporous 

cavitation and column separation. Among these, transient vaporous cavitation is mainly 

included in this study. Transient vaporous cavitation is the formation, growth and collapse of 

vapor bubbles in a flowing liquid of a closed conduit in a region where the pressure of the 

liquid drops to its vapour pressure. If the vapour pressure exists for a large period time, the 

liquid column will be separated into two liquid columns with an intermediate vapour pocket. 

Such a condition is referred as column sparation and the area containing vapour is referred as 

cavity. 

Tarasevich (1980) derived the equations for the calculation of water hammer pressure 

and the maximum pressure due to the collapse of cavity by assuming column separation 

during cavitation. Simpson and Bergant (1994a) summarized the previous experimental 

investigations in the field of water hammer with column separation. Further, these researchers 

conducted experiments in a copper pipe line with two flow visualization polycarbonate 

blocks. The researchers  recommended the usage of a flush mounted pressure transducer with 

high overall natural frequency, to capture sharp pressure pulses. Simpson and Bergant 

(1994b) conducted a numerical study of column separation and compared six cavity models 

including Discrete Vapour Cavity Model (DVCM) and Discrete Gas Cavity Model (DGCM). 

These comparisons of column separation models were carried out in two horizontal pipeline 

systems (both short and long pipelines) with a valve at the downstream end. The effect of 

parameters like wave speed, friction factor, initial velocity,  diameter of the pipe and length 
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of the pipe, on the maximum pressure rise was also included in this investigation. The 

researchers recommended the model DGCM to simulate column separation accurately. Later 

in 1999, the researchers (Bergant and Simpson, 1999) proposed a classification for column 

separation flow regimes as active column separation and passive column separation. In active 

column separation flow regime, the maximum pressure at the valve is governed by column 

separation. In passive column separation flow regime, the maximum  pressure at the valve is 

not altered by the column separation and is equal to the water hammer pressure itself. 

Mitosek (2000) experimentally investigated the cavitation phenomena in elastic and 

visco-elastic pipes during transient fluid flow.  Three pipe materials were considered for the 

tests, viz., steel, Medium Density PolyEthylene (MDPE) and Unplasticized PolyVinyl 

Chloride (UPVC). Experiments were repeated for two different pipe lengths, with different 

inlet pressure. The researcher found that the frequency of cavitation pressure oscillations 

depends on pipe wall elasticity and duration of oscillation. Similarly, the maximum increase 

in cavitation pressure depends on the pressure wave velocity and the period through which 

cavitation prevails.  

Singhal et al. (2002) conducted a comprehensive study on the transient vaporous 

cavitation and developed an analytical model for its representation. In order to compute the 

change in fluid property during phase transition, the vapour transport equation was used. The 

expression for phase change rate was derived from a reduced form of Rayleigh-Plesset 

equation for bubble dynamics (Singhal et al., 2002). This model considers all the first order 

effects including phase change, bubble dynamics, turbulent pressure fluctuations and 

presence of non-condensable gases in the fluid. The model has the capability to account for 

N- number of phases; species transport effects, provision for giving slip velocities between 

the phases, and thermal and compressibility effects in both phases. 

The model was derived from the basic continuity equations for multiphases, 

constitutitve relationship, and Rayleigh-Plesset buble dynamics equation (as given in the 

equation 2.3)  

𝜕

𝜕𝑡
(𝑓𝑣𝜌) + ∇. (𝑓𝑣𝜌V⃗⃗ 𝑣) = ∇. (Γ∇𝑓𝑣) + 𝑅𝑒 − 𝑅𝑐 

(2.3) 
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where fv is the vapour mass fraction, Re and Rc are the vapour generation and condensation 

rates and Γ is the diffusion coefficient. The rate of mass exchange is given by the following 

equations 2.4 and 2.5 ( Singhal et al., 2002). 

𝑖𝑓𝑃 ≤ 𝑃𝑣 

𝑅𝑒 = 𝐹𝑣𝑎𝑝

max⁡(1.0, √𝑘)(1 − 𝑓𝑣 − 𝑓𝑔)

𝜎
𝜌𝑙𝜌𝑣√

2

3

(𝑃𝑣 − 𝑃)

𝜌𝑙
 

(2.4) 

𝑖𝑓𝑃 ≥ 𝑃𝐵 

𝑅𝑐 = 𝐹𝑐𝑜𝑛𝑑

max⁡(1.0, √𝑘)𝑓𝑣
𝜎

𝜌𝑙𝜌𝑣√
2

3

(𝑃 − 𝑃𝑣)

𝜌𝑙
 

(2.5) 

where Fvap and  Fcond are the constants in vapour generation and condensation rate 

expressions, k is  the turbulent kinetic energy, fg is the gas mass fraction, fv is the vapour mass 

fraction, PB  is the bubble pressure and Pv is the vapour pressure. 

Schnerr and Sauer (2001) proposed a model with the same approach as Singhal et al. 

model to derive an exact expression for the net mass transfer from liquid phase to vapour 

phase. The expression for the vapour volume fraction is of the form (Eqn. 2.6) (Schnerr and 

Sauer, 2001) 

𝜕

𝜕𝑡
(𝛼𝜌𝑣) + ∇. (𝛼𝜌𝑣𝑉⃗ ) =

𝜌𝑣𝜌𝑙

𝜌

𝐷𝛼

𝐷𝑡
 

(2.6) 

Schnerr and Sauer (2001) used the following expression to relate vapour volume fraction and 

the number of bubbles per unit volume of liquid as given in equation 2.7 (Schnerr and Sauer, 

2001). 

𝛼 =
𝑛𝑏

4

3
𝜋𝑅𝐵

3

1 + 𝑛𝑏
4

3
𝜋𝑅𝐵

3
 

(2.7) 
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where nb is the number of bubbles per unit volume of liquid and RB is the bubble radius. This 

expression was used to derive the net bubble formation and transfer rate and resulted in the 

following relations (Eqn. 2.8 and 2.9) (Schnerr and Sauer, 2001). 

 

𝑅 =
𝜌𝑣𝜌𝑙

𝜌
𝛼(1 − 𝛼)

3

𝑅𝐵

√
2

3

(𝑃𝑣 − 𝑃)

𝜌𝑙
 

(2.8) 

𝑅𝐵 = (
𝛼

1 − 𝛼

3

4𝜋

1

𝑛
)
1

3 

(2.9) 

where R is the mass transfer rate of the bubble.  

This model has the characteristics that the mass transfer rate is proportional to 𝛼𝑉(1 − 𝛼𝑉) 

and the function 𝑓(𝛼𝑣, 𝜌𝑣 , 𝜌𝑙) =
𝜌𝑣𝜌𝑙

𝜌
𝛼(1 − 𝛼)  approaches zero when α=0 and α=1 and has 

the maximum value in between. Moreover, this model requires the user to input only the 

number of spherical bubbles per unit volume of the liquid, thus simplifying the user input.  

Historical review by Bergant et al. (2004, 2006) includes a detailed survey of the 

numerical models and experimental work conducted in the field of water hammer with 

column separation. Transient vaporous cavitation is only included in this review and other 

two types gaseous cavitation and steam condensation were not considered. From the survey, 

the researchers concluded that the DVCM model could validate the test results. Based on 

Singal et al.(2002) model, Zwart et al. (2004) conducted further studies and proposed a 

modified cavitation model known as Zwart-Gerber-Belamri model. Singhal et al.(2002) 

model is the basic model of bubble dynamics and represent many advanced factors, which in 

practical situation can be neglected or assumed. In the Zwart-Gerber-Belamri model, all the 

bubbles in the system are assumed to have same size, and hence the total inter-phase mass 

transfer rate per unit volume (R) is calculated using the bubble number densities (n). 

Therefore, the rate of change of mass of a single bubble is given by the equation 2.10 (Zwart 

et al., 2004). 
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𝑅 = 𝑛 × (4𝜋𝑅𝐵
2𝜌𝑣

𝐷𝑅𝐵

𝐷𝑡
) 

(2.10) 

The main difference between this relation and the Singhal et al. (2002) relation is that, the 

mass transfer rate is dependent on both liquid phase and vapour phase densities in the former, 

while it is dependent only on the vapour phase density in the latter,. 

Various cavitation models available in literature viz., column separation model, 

Adamkowski’s model, gas vapour cavitation model and bubbly cavitation model, were 

compared  for their efficiency by Urbanowicz and Zarzycki (2008). Among these four 

models, the column separation model, Adamkowski’s model and bubbly cavitation model are 

very good in the simulation of cavitation. Adamkowski’s model found to be the best model 

among the three models which correctly simulates the pressure amplitude of the experimental 

results. Lee et al. (2008) conducted a numerical investigation to study the effect of air 

entrainment in the wave speed by introducing a variable wave speed model. The researchers 

considered free gas in liquid along with vaporous cavitation bubbles in the model. Numerical 

study showed that the presence of gas in fluid amplifies the first pressure peak and fasten the 

energy dissipation.  

Brunone et al. (2009) experimentally investigated the transient flow in a pipe caused 

by the rapid opening of the downstream valve in the pipe system. This scenario replicates the 

maintenance of  piping system, in which the upstream valve of the pipe system will be closed 

and the downstream valve will be opened after that. The experiments were conducted in 

HDPE pipe installation with different initial pressure. The experimental analysis revealed that 

the water column separation was more severe near the inlet. Adamkowski and Lewandowski 

(2009, 2012) developed  a new discrete vapour cavity model (DVCM) by incorporating 

unsteady friction and compared it with the existing DVCM model. Experiments were 

conducted in a copper pipe with two visualizing segments made of plexi-glass pipe and found 

that generated vapour due to cavitation was distributed along the pipe, with maximum 

concentration close to the valve. The proposed model was found to be better in predicting 

pressure amplitude, damping ratio and frequencies. Keramat et al. (2010) developed a model 

for the analysis of column separation in visco-elastic pipes. The column separation was 

modelled with DVCM model and visco-elasticity was modelled with Kelvin-Voigt elements. 

The researchers concluded that the retarded behaviour of visco-elastic pipes strongly 
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dampens the pressure waves. The proposed model was tested satisfactorily against test results 

of Soares et al. (2009) and Covas et al. (2004).   

Sumam et al. (2010) presented an alternate approach for modelling transient vaporous 

cavitation using a one-dimensional model. Cavitating flow was simulated using continuity 

and momentum equations for water vapour mixture and transport equation was used for 

vapour phase. A pressure under-relaxation strategy was employed for developing the model. 

The model could simulate the flow characteristics of the published and experimental results 

reasonably well. The researchers also emphasised the need for using a fine time step (10-5s) 

for predicting the sharp pressure peaks generated in cavitation. Influence of visco-elasticity of 

pipe material on transient cavitating flow was a topic of interest for many researchers. Lind 

and Philips (2012) numerically evaluated the influence of visco-elasticity on the collapse of 

vapour bubbles as a result of cavitation near a wall boundary. During the study, the 

researchers noticed the occurrence of oscillations during bubble collapse and found that the 

collapse and perturbation of bubbles are more, close to the boundary wall. Bombardieri et al. 

(2014) experimentally investigated the water hammer phenomena during the priming of pre 

pressurized and evacuated pipelines and verified by using one-dimensional two-phase flow 

numerical simulation. The researchers concluded that the mismatch between the numerical 

and experimental results was resulted from the lack of representation of  cavitation and 

condensation in the model.    

Geng et al. (2017) modelled transient cavitating flow by using a combination of the 

MOC (for water hammer) and the FVM (for cavitation using openFOAM). Based on  the 

study, the researchers suggested to reinforce the pipe at the outlet where the cavitation 

pressure is the maximum. Pezzinga and Santoro (2017) studied two different cavitation 

models, viz., bubble-flow models and shallow-water model in both 1-D and 2-D by using the 

MacCormack numerical scheme. The  researchers found that 1-D model overestimated the 

head values and failed to predict the correct shape of the variation of pressure head, while 2-

D model predicted both accurately.  

Many investigators (Barten et al., 2008; Soares et al., 2009; Sumam et al. 2010) 

modelled the transient vapourous  cavitation in a pipe by using 1-D flow and transport 

equations and obtained reasonable accuracy. Pezzinga and Santoro (2017) compared the 

performance of the 1-D and 2-D model for transient cavitation and found that performance of 

the latter was better. However, there is further scope for improvement as the deviation in the 
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energy dissipation was observed. This observation points towards the need for using a higher 

dimension model for modelling the transient cavitation. Lind and Phillips (2012) observed 

that the collapse and perturbation of bubbles in a cavitating flow in pipe are more close to the 

boundary wall. This observation also reinforce the need for using higher dimension models.  

2.4. Computational Fluid Dynamics (CFD) 

Recently, many attempts have been made to use the Computational Fluid Dynamics 

(CFD) models for the analyses of problems of transient flow in a piping system. Here, the 

governing equations are the same conservation equations but in its full form considering 

almost all processes like friction, boundary layer, three-dimensional variability of flow 

variables. Thus, the fluid flow is governed by the Partial Differential Equations (PDE) that 

depict the conservation laws of mass, momentum and energy, and state equation. CFD is the 

art of replacing a set of PDE by a set of algebraic equations which can be solved by using 

efficient linear equations solvers. Most of the CFD solvers are based on Finite Volume 

Method (FVM) in which the domain is discretised into a finite set of control volumes. 

General conservation equations for mass, momentum and energy are solved on these set of 

control volumes.  

Bakker and Marshall (2006) reviewed the CFD methodology and illustrated the 

different steps in developing a model by using the CFD. The boundary conditions available in 

the CFD software, the criteria for selecting appropriate boundary conditions and  details of 

FVM were well explained by the researcher. Salvador et al. (2007) made use of Singal et al. 

model available in ANSYS Fluent for predicting the cavitation pressure, which considers two 

phases- liquid and vapour along with small fraction of non condensable gases. Some simple 

geometry pipes were considered for the study, viz.,  a circular orifice, a rectangular orifice, a 

circular nozzle and a rectangular venturi.  The model could predict the experimental results to 

satisfactory level.  

Sahu et al. (2009) created a CFD model of the piping system for fully developed 

laminar flow in FLUENT and studied the variation of velocity and friction factor along the 

axis of the pipe. The friction factor obtained from the numerical study matched well with the 

experimental result, which indicated the capacity of the software to predict flow 

characteristics. Jinping et al. (2010) studied the effectiveness of the SIMPLE (Semi Implicit 

Method for Pressure Linked Equations) algorithm available in CFD software to model water 
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hammer phenomenon by taking experimental results from Bergant and Simpson (1994). The 

results established the capability of the model to simulate transient flow.  

Bhandari and Singh (2012) numerically investigated the variation of axial velocity 

and the skin friction in the transient flow through the pipe by using a CFD software. From the 

study, the researchers found that the axial velocity initially increases along the pipe length 

and reaches a constant value, while the skin friction decreased along the pipe length and 

reached a constant value. Kozubkova et al. (2012) compared different cavitation models 

available in the ANSYS Fluent by considering the numerical simulation of flow in a cone. 

Singal et al. model and Zwart–Gerber–Belamri models were considered for comparison. The 

researchers found that the Zwart–Gerber–Belamri model showed larger cavitation region with 

low  frequency. 

 Saemi et al. (2014) investigated the water hammer phenomena in both laminar and 

turbulent flows with the help of the CFD software ANSYS FLUENT. The transient analysis 

was conducted by using two different turbulence models, viz.,  Re-Normalisation Group 

(RNG) k-ε model and k-ω Shear Stress Transport (SST) models. Two experiments were 

conducted in a copper pipe for validating the numerical models; one with Reynold’s number 

(Re) 82 to simulate the laminar flow and the other with Re as 5700 to model the turbulent 

flow. The researchers realised that both models predict the flow with acceptable accuracy, but 

the k-ω SST model predicted pressure peak better than the other. Martins et al. (2014) 

presented a procedure for selecting an efficient mesh in a 3-D-CFD model, for attaining both 

computational accuracy and the minimum computational time, in terms of three non-

dimensional parameters. The authors of the paper arrived at these parameters by comparing 

the computed velocity profile with the available exact profile for the laminar flow and the 

semi-empirical profiles for turbulent flows. 

Transient analysis using the CFD was found to be very useful in the design of surge 

protection devices also. Lahane et al. (2015) numerically simulated the water hammer event, 

created in a rectangular pipe as a result of the valve closure at the inlet, by  using CFD 

software ANSYS Fluent and identified the critical locations where surge protection devices 

are to be provided to withstand the adverse effect of water hammer. The study conducted by 

Ahmadi and Keramat (2010) on the effect of valve closure time on the transient flow were 

extended by Smitha and Miji (2016) by using the CFD software ANSYS FLUENT. The 

researchers used the experimental results of Mitosek and Szymkiewicz (2012) to validate the 
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results. From the two numerical simulations, it was confirmed the fact that when the valve 

closure time is less than ‘2L/c’(sudden closure condition), the pressure rise due to water 

hammer is the same as Joukowsky pressure whereas the pressure rise reduces with the 

increase in valve closure time in the case of gradual closure.  

Wang et al. (2016) effectively simulated the flow in a reservoir-pipe-valve system 

with pipe elevated at the downstream end by using a 2-D cavitation model  in the CFD 

software ANSYS Fluent, and found it as a better model in predicting the experimental results 

than 1-D discrete vapour cavity model. The Schnerr-Sauer cavitation model and SST k-ω 

turbulence model were used in the study.  Unsteady Reynold’s Averaged Navier – Stokes 

equations were solved for the mixture of liquid and vapour with a time step size of 0.0001s. 

The researchers reported that the 2-D-CFD model was better for predicting the formation of 

bubbles along the top of the pipe wall, which was represented by the 1-D model. However, 

neither the experiment nor the numerical study discussed about the high frequency oscilations 

normally present in a transient cavitating flow. Mitosek and Szymkiewicz (2000) indicated 

that the high frequency oscillations in a cavitating flow can be captured by the measuring 

system in an experimental setup only if the sampling time is less than or equal to 10-5 s. This 

could be the reason for getting matching results even when the sampling time and simulation 

time step is less than or equal to 10-4 s. 

Mostafa et al. (2016) numerically studied the cavitation phenomenon on hydrofoil 

using Singal et al. model and CFD. Three different turbulence models were used to compare 

the performance of the numerical models in capturing the boundary layer characterstics 

properly. It was found that the RNG k-ε model with enhanced wall treatment was better to 

model the turbulence and boundary layer characteristics. Martins et al. (2016) carried out a 

detailed analysis of the flow characteristics of the transient flow by using a 3-D-CFD model. 

The highly refined mesh sizes as specified in  Martins et al. (2014) renders the analysis of 

practical problems almost impossible as a result of huge computation time. Computation time 

increases exponentially with decrease in the size of elements. Jansson et al. (2017) 

numerically studied the cavitation induced during the transient flow and compared the results 

from the simulation with that from the  experiments conducted in a oil filled pressurised tank-

pipe-valve system. The two-dimensional numerical study was conducted by using CFD,  in 

which the researchers used Schnerr- Sauer cavitation model with a very fine mesh and with 
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time step of 1 µs. Large amplitude hydraulic transients due to bubble collapse were well 

predicted by the CFD model. 

Martins et al. (2017) compared the performance of two types of unsteady friction 

models for simulating the energy dissipation characteristics of transient flow viz., the 

instantaneous acceleration–based (IAB) and convolution based (CB) 1-D flow models, by 

utilising a two-dimensional CFD model with high spatial and temporal resolutions. The 

researchers concluded that the convolution-based UF models better describe the pressure 

signal than the instantaneous acceleration–based ones because they take into account a set of 

previous time steps. Martins et al. (2018) used a CFD model for laminar transient flow (using 

ANSYS FLUENT) through a piping system, to study the instantaneous pressure and velocity 

distribution along the pipe radius and found that the wall shear stress and axial velocity 

components near to the pipe wall are strongly related. Although the CFD models are used for 

analysing the transient flow in a piping system, their capability in predicting the damping of 

pressure wave has not been explored. 

From the discussions in this section, it is realised that CFD is a powerful tool for 

transient flow analysis. But its capability for modelling the damping of pressure wave has not 

been explored yet. The interaction between fluid and pipe can easily be achieved by CFD 

analysis of transient flow with fluid-structure interaction (FSI). For incorporating FSI in 

transient flow analysis, different numerical and analytical methods have been developed so 

far. Hence, the next section discusses the different research works conducted till now for the 

modelling of transient flow with FSI. 

2.5. Fluid Structure Interaction (FSI) 

The fluid pressure produced as a result of transient flow event induces motion in the 

structural components of the piping system, which in turn, changes the flow conditions. Most 

of the studies on water hammer consider the fluid system alone, without considering the 

effect of deformation of the pipe material and its mutual interaction; and this lack of 

representation could be one of the possible reasons for the deviation in the damping of the 

pressure wave during transient flow. In classical water hammer theory, an equivalent bulk 

modulus K* (Eqn. 2.11) is included to represent the effect of pipe material and thickness of 

pipe and elastic properties of the pipe material (Bergant et al., 2006; Tijsseling and Anderson, 

2006; Wiggert et al., 1987). 
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𝐾∗ =
𝐾

(1 +
𝐷𝐾

𝑒𝐸
)
 

(2.11) 

where K is the bulk modulus of fluid, D is the internal diameter of the pipe, e is the thickness 

of the pipe wall, and E is Young’s modulus of the pipe material. But this representation of the 

elasticity of the pipe material may not be sufficient to simulate the actual behaviour of the 

system during a water hammer event with high pressure, as the pipe can deform in case of 

large pressure and thus changing the boundary condition of the fluid. This change in 

boundary condition can have a substantial effect on the pressure damping and hence, shall be 

considered in the analysis for getting more realistic results. Probably, ignoring this effect 

leads to acceptable results for rigid pipes, but the incorporation of FSI into the model 

becomes essential for flexible pipes. In such cases,  the dynamic analysis of both the fluid and 

the structure has to be carried out together.  

2.5.1 Four-Equation model and Fourteen-Equation model 

Two mathematical models are commonly used in the literature for the analysis of FSI, 

viz., four-equation model and fourteen-equation models. In four-equation model, the liquid 

one-dimensional equations (Eqn. 2.2) and pipe axial motion equations (Eqn.2.12) are used for 

the analysis. 
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(2.12) 

where ux  is the  pipe displacement component in x direction, σx is the  pipe stress component 

in x direction, E is the modulus of elasticity of pipe material, e is the pipe wall thickness, R is 

the internal radius of pipe, P is the pressure and ν is the Poisson’s ratio. 

The fourteen-equation model uses 1-D flow equations along with all the structural 

equations including axial, bending and torsion equations, which treats the pipe as a slender 
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member. Lateral bending equations in y direction is given in Eqn.2.13 and similar four 

equations are there in z direction also. Torsion equations are given in Eqn. 2.14. 
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where Af  is the cross-sectional area of fluid, At is the cross-sectional area of pipe, G is the 

shear modulus, Jt  is polar moment of inertia of pipe, Mx, My, Mz  are the bending moments in 

x, y, z directions, Qx, Qy, Qz  are the shear forces in x, y, z directions, ux, uy, uz  are the pipe 

displacements in x, y, z directions, θx, θy, θz are the rotation of pipe in x, y, z directions, κ2 is 

the shear coefficient of pipe wall and, ρt and ρf  are the densities of the pipe and the fluid 

respectively. 

Wiggert et al. (1987) introduced a numerical model for the analysis of transient flow 

through pipes, which accounted for the coupled motion of fluid and pipe. The researchers 

tested the developed numerical model by using the results of the experiment conducted in a 

system of three pipes connected orthogonally in series.  The researchers considered 1-D flow 

equations along with all the structural equations including axial, bending and torsion 
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equations, treating the pipe as a slender member. The fourteen governing equations were 

classified into four groups, with four equations each  in three groups and two torsion 

equations in the fourth group. The 1-D flow equations and two equations corresponding to 

axial motion of the pipe were coupled together at every point and solved. While the lateral 

motion equations and torsion equations were not coupled together at every point but were 

instead coupled at pipe junctions only, through boundary conditions. Hence, the coupling 

system in this 1-D model was only partial. Lavooij and Tijsseling (1991) incorporated FSI by 

including axial motion equation of the pipe with the 1-D fluid flow equations into the model. 

The researchers considered three different coupling mechanisms in the model viz., Poisson 

coupling, junction coupling and friction coupling. The researchers used the MOC to solve 1-

D fluid equations, and Finite Element Method (FEM) to solve the structural equations.  

Experimental study on water hammer incorporating the effect of piping system and its 

support system is not common in literature. Heinsbroek and Tijsseling (1994) experimentally 

investigated the effect of rigid vs flexible supports on transient flow characteristics by 

conducting experiments on seven straight pipes that were connected by six 90o bends,  

suspended by steel cables and supported by springs at the bends. It was found that the 

influence of support anchors on the transient behaviour of the system is small for anchor with 

rigidity more than the axial stiffness of one meter of pipe.  But for flexible support system, 

FSI is more important and to be considered for the determination of equivalent stress in the 

piping system. The researchers found that the maximum stress developed in the flexible 

systems was higher than that in the rigid system. Meanwhile, the forces acting on the support 

were less for the flexible system. 

Heinsbroek (1997) used two different numerical procedures for solving the FSI 

problems. The first method used a combination of the MOC (for fluid) and FEM (for 

structural) and the second used the MOC for both. The fourteen-equation model was used for 

the study. Numerical simulation was carried out with the help of FLUSTRIN code developed 

by the DELFT HYDRAULICS. The study was conducted by using the experimental results 

of Heinsbroek and Tijsseling (1994). By comparing the results of numerical and experimental 

studies, it was found that Bernoulli- Euler theory along with MOC-FEM numerical procedure 

was better choice for the considered FSI problems. With the experimental setup of 

Heinsbroek and Tijsseling (1994), the same  researchers investigated the influence of 

movement of bends on a 3-D suspended pipeline with a total of 6 bends - restrained and 
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unrestrained (Tijsseling and Heinsbroek, 1999). Pressure head history was plotted for 16 

cases by changing the conditions of bend. It was found that the pressure peak exceeded the 

value calculated by the Joukowsky equation. Maximum stress in the pipe was found to be the 

lowest when most of the bends are restrained. Tijsseling (1996) carried out a detailed review 

of the mechanisms used in the modelling of FSI and concluded that 1-D fourteen-equation 

model describing longitudinal, lateral and torsional motion for the liquid filled pipe system is 

generally sufficient to represent the fluid-structure interaction.  Wiggert and Tijsseling (2001) 

also conducted a detailed review on the essential mechanism that causes FSI in the liquid 

filled flexible piping system. One additional feature of flexible pipes compared to rigid pipe 

is its visco-elasticity. 

Visco-elasticity is the property of materials that exhibit both viscous and elastic 

characteristics during deformation. Under applied load, these materials exhibit instantaneous 

elastic strain followed by gradual retarded strain. The polymers are  visco-elastic in nature 

but this factor is neglected in the hydraulic transient analysis by most of the researchers. 

Visco-elastic behavior of pipe material causes damping of pressure wave and increases the 

rate of energy dissipation. Pezzinga (2002) experimentally tested the effectiveness of 

inserting an HDPE pipe downstream of the pump for  suppressing surges in a piping system. 

The experimental conditions were numerically simulated by a 1-D and quasi- 2-D models 

which  incorporated the visco-elasticity of the pipe by mean of  Kelvin–Voigt model. The 

proposed model could predict  the experimental results better than the conventional elastic 

model. 

Apart from the  numerical methods adopted earlier, Li. et al. (2003) proposed a new 

analytical solution for the FSI four equation model, based on D’ Alembert wave solution. The 

proposed model was validated with the test results of a suspended closed tube setup of Vardy 

and Fan (1989). This analytical model diminished the error in numerical method. Covas et al. 

(2004, 2005) presented a mathematical model incorporating visco-elasticity of the pipe 

material and unsteady friction, and validated the model with the data from a hydraulic 

transient experiment conducted in a polyethylene pipe system. Pressure and circumferential 

strain data were collected by conducting the experiments for ten different flow rates. Creep 

compliance function of the polyethylene pipe was estimated by conducting creep tests in pipe 

specimens. For modelling the unsteady friction, the head loss was decomposed to steady state 

component and unsteady state component. Linear visco-elasticity model was used for 



28 
 

modelling visco-elasticity, which included instantaneous strain and gradual retarded strain. 

The researchers observed that the pressure wave was highly attenuated and dispersed in time 

due to the visco-elasticity of the pipe material. 

Tijsseling and Vardy (2004) distinguished seven types of fluid flow with time scale as 

no flow, steady flow, quasi-steady flow, rigid column, water hammer with 1-D-FSI, 2-D-FSI 

and 3-D-FSI. The researchers have presented governing equations for all of them. The 

importance of friction, elasticity, inertia and Poisson’s coupling at different time scales are 

investigated using a numerical model. Jo (2004) classified FSI problems into two, viz., 

weakly coupled and strongly coupled FSI systems. The researcher stated that if the 

deformation of the structure is very less or negligible, the influence on the fluid domain will 

be less and they are weakly coupled. In contrast if the deformation is more in structure, the 

fluid and the structure domains are strongly coupled. Governing equations and their coupling 

mechanism are also explained by the researcher. Stella et al. (2005) incorporated the 

computational solid mechanics (CSD) along with the CFD and developed a new methodology 

for the analysis of FSI problems. CFD solver FLUENT and CSD solver ADINA were used in 

this study. The researchers conducted a study on hot flow through a flexible pipe and found 

that the elasticity of the pipe material influences the distribution of heat flux along the pipe. 

This study illustrates the possibility of such coupling. 

Tijsseling (2007) developed a four-equation model for FSI analysis, by averaging 

hoop and radial stresses for thick-walled pipes. The researchers coupled the liquid 1-D 

equations, and the axial and the radial motion equations of the pipe through boundary 

conditions. An experiment was conducted on a closed steel straight pipe suspended freely, 

excited by hitting at one end of the pipe by a solid rod. Etlender et al. (2007) presented an FSI 

model for transient flow in flexible hoses. FVM was used for the discretisation of fluid and 

FEM was used for the discretisation of pipe structure, as thin shell. Iterative-staged-algorithm 

was used for FSI coupling. The researchers concluded from the study that the wall flexibility 

substantially influenced the propagation speed and damping of pressure waves. 

Ahmadi and Keramat (2008) investigated the effect of junction coupling at valves and 

junctions of a piping system.  A combination of the MOC and the FEM methods were used 

for the analysis of fluid and pipe equations respectively and were implemented by using 

MATLAB. The results showed that the junction coupling effects depended mainly on rigidity 

of the piping system. Jiang et al. (2009) numerically conducted the FSI analysis to identify 
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the influencing parameters of structural deformation during water hammer and found that the 

major influencing parameters were the pipe length, the fluid velocity, the  pipe thickness and 

the fluid density whereas the less influencing parameters were the pipe diameter, the elastic 

modulus, the Poisson’s ratio and the fluid viscosity. Henclik (2010) presented a new solution 

algorithm for the four-equation model, and used this for studying a reservoir-pipe-valve 

system with a number of rigid supports. Numerical investigations proved that Poisson’s effect 

was the factor that  influenced the pressure variation resulting from a transient event in a 

relatively rigid restraint pipe. 

Keramat et al. (2012) considered the FSI and the visco-elasticity together for the 

modelling of the transient flow in a piping system. Visco-elasticity was modelled by using 

the Kelvin–Voigt model and the FSI by using four-equation model. Two modelling strategy 

were used for the numerical solution . viz.,  the MOC–FEM approach and the full MOC 

approach. Poisson’s and junction coupling were considered in both methods. Numerical 

results were compared and found to be satisfactory with the available experimental results. 

Xu et al. (2012)  studied the causes and effects of vibration in a marine pipe system during a 

transient event. Transient flow incorporating FSI through a fluid filled pipe elbow was used 

for the numerical simulation by  using ADINA software. From the numerical study, the 

researchers concluded that the deformation was maximum at the elbow, and hence, the 

protection against vibration is most important near elbows. Meanwhile, the fluid velocity 

highly influenced the pipe vibration and deformation. As the velocity increased pipe vibration 

and deformation also increased. Wilcox (2012) conducted transient mechanical analysis of 

the piping system for partial closing of the valve by using the  AFT impulse software and 

CEASAR II software. The researcher reported that the unbalanced forces occurred at the 

locations, where there are changes in direction of flow or changes in area of cross section, can 

be evaluated by using this method of analysis.  

Hou et al. (2012) reviewed the recent development in the area of FSI and reported the 

challenges faced by the researchers working in the area of FSI. The researchers realised that 

the FSI problem in its full complexity pose significant challenges to the present numerical 

computation methods, and only a few works have been reported with such investigation 

considering all the important aspects. Li et al. (2014) conducted vibration analysis of liquid 

filled pipe lines using finite element method (FEM) considering the pipe as a plane beam 

element. Lagrangian interpolation function, first order Hermite interpolation function and 
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Ritz method were used for developing the numerical model in the MATLAB. Simao et al. 

(2014, 2015) studied the dynamical behaviour of a pipe system during a water hammer event 

by using 3-D-CFD analysis for fluid and FEM analysis for structure. Water hammer 

experiments were conducted in GI and PVC pipe installations supported on iron supports. 

The number of supports and position of supports were not disclosed in this paper. Three 

support conditions were simulated - pipe with frequent expansion joint, pipe against 

longitudinal movement throughout its length and pipe against longitudinal movement at the 

upper end. The wave velocity was calculated by incorporating these support conditions in the 

equation. From the numerical study, the researchers calculated the displacement of the pipe at 

various locations for different conditions. That information was found to be very useful for 

the design of piping system.  

Wu et al. (2015) considered a pump along with the piping system and used the CFD 

software - FLUENT to model the pump and MOC to model the pipeline system. In the study,  

the MOC code  was kept as a master programme and  Fluent code as a slave code. The proper 

interaction between the models was established by using a separate coupling code. The model 

could predict the experimental results reasonably good. Zhu et al. (2014) conducted a 

coupling analysis with FSI to find out the flow erosion and the pipe deformation of an elbow 

pipe with gas-solid flow. Finite volume method was used to discretise the solution domain. 

All the simulations were carried out in CFD package ANSYS workbench 14.0. ANSYS 

Fluent was used to analyse the fluid part and ANSYS mechanical was used to analyse solid 

part viz., the pipe. From the numerical study, it was observed that the pipe deformation 

increased with the increase in the inlet flow rate and the curvature to diameter ratio. 

Maajel et al. (2015) reviewed recent work conducted in the field of FSI and reported 

the essence of investigations in the recent fifteen years. The FSI analysis of actual industrial 

piping system is very complicated due to the presence of too many supports which have to be 

analysed individually. Hence, it is not viable or economical to build such models. Ferras et al. 

(2016a) studied the damping mechanism in transient flow through the experiments conducted 

in a straight copper pipe, a coil of copper pipe and polyethylene pipes. They qualitatively 

assessed the relative importance of the three phenomena that frequently affect the 

characteristics of transient pressure wave, namely the FSI, the pipe-wall visco-elasticity and 

the unsteady friction. They concluded that the most influencing factor in a quasi-rigid pipe 

(like a copper pipe) is the FSI whereas that in polyethylene pipe is the visco-elasticity.  
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Ferras et al. (2016b) implemented a 1-D FSI model incorporating the unsteady friction 

by using the Brunone’s, and the Trika’s models, and the dry friction for the pipe-support 

interaction by using the Coulomb’s model. The performance of the model was good in 

predicting the wave damping. Interestingly, the model underestimates the damping effect 

when the FSI and the unsteady friction alone were used whereas the model overestimates the 

damping effect when the Coulomb’s friction was also included along with the FSI and the 

unsteady friction (as evident from the comparison of pressure wave). Nonetheless, the 

approach of nesting the Coulomb model in the FSI friction coupling does not allow for a fully 

satisfactory description of the observed pressure signal. Ferras et al. (2017) developed a 1-D 

FSI solver, for a modified form of 4-equation model, capable of describing the resistance to 

movement of anchor blocks and its effect on the transient pressure wave propagation in 

straight pipelines. The model takes care of the FSI by means of the 4-equation model, 

assuming that the predominant effect of FSI is due to axial motion alone and neglecting other 

forms of actions. The 1-D model is capable of representing anchor blocks taking into account 

the inertia of the block and the dry friction with the surrounding ground and has practical 

applications where it is possible to estimate the inertia of the support condition. All these 

models use 1-D equations for representing the FSI.  

Mohan (2016) attempted to model the transient flow incorporating FSI by using a 3-

D-CFD model. But, the results of Mohan (2016) indicated that the first pressure peak did not 

match correctly, rather the first pressure peak was overestimated and shape of the first 

pressure peak distorted. Moreover, the stabilised support reactions actually differ from the 

actual static support reactions. It seems that the model did not account for the gravity load. 

Hence, the model proposed by Mohan (2016) could not capture the basic characteristics; viz., 

first peak in water hammer and its shape, the reliability of the model was at stake. However, 

the model indicated a direction towards the damping of pressure wave. Hence, it is 

appropriate to study the effect of FSI on the damping of pressure wave along with its ability 

to predict the characteristics of the flow, viz., first peak of water hammer pressure, shape of 

water hammer pressure and velocity profiles such that reliability of model is well established. 

Review of the literature mentioned above on the transient flow analysis with FSI 

showed that, even though many researchers included FSI in their study, most of them coupled 

the axial motion equations of the pipe alone, with the fluid equations, in the analysis. The 

researchers who used the fourteen equation model (1-D model), including the lateral and 
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torsion equations, considered these equations as uncoupled with other four equations. All the 

equations were coupled at the junctions only.  Moreover, the study of FSI in a practical 

problem, considering all prominent physical features of the problem, is not present in the 

literature. CFD analysis of transient flow through pipes, by incorporating FSI, for studying 

the pressure wave damping are limited in the literature. 

 Similarly, there are many experimental studies available in the field of water hammer 

and cavitation, but the studies seeking the influence of support condition/ anchoring system 

on the transient flow are limited. Although Heinsbroek and Tijsseling (1994) studied the 

influence of support system flexibility on transient flow, the researchers used a system which 

was suspended using steel wires, which is rare in practical cases. Ferras et al. (2017) 

investigated the effect of anchor blocks in the transient flow through straight pipe lines by 

using four equation model, but the anchor blocks were assumed to be moving along with 

pipe. Thus, the effect of  fixed anchors on the transient cavitating flow has not been explored 

so far. 

Though there are many experimental studies available in the field of water hammer 

and cavitation, the studies seeking the influence of support condition/ anchoring system on 

the transient cavitating flow in a practical reservoir-pipe-valve system are limited. If the 

piping system is not anchored well, it will be flexible and experience excessive vibration 

during transient flow. The presence of more anchors makes the system rigid and obviously 

the vibration of the system get reduced. But its impact on the fluid flow characteristics has 

not been investigated so far. Hence, the present study aims to investigate the effect of fixed 

anchors on different flow characteristics associated with transient flow in piping systems.  

2.6. Summary 

The literature review included the works related to the transient flow and the damping 

of pressure wave, CFD models for the transient flow, FSI and its coupling with fluid model 

and then cavitation. The review reveals the fact that one-dimensional classical water hammer 

equations predict the first pressure rise accurately, but fail to model the damping of pressure 

waves. The lack of representation of fluid-structure interaction in the classical water hammer 

theory could be one of the possible reasons for the inability in predicting the damping of 

pressure accurately. CFD analysis of transient flow through pipes, by incorporating FSI, for 

studying the pressure wave damping are limited in the literature. It may be noted that the 
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forces acting on the system while considering the FSI is unsymmetrical and therefore, a three 

dimensional analysis of the system is imperative. Hence, the present study aims to assess the 

effect of FSI on the damping of pressure wave, by developing a 3-D model with all 

prominent physical features of the system, with proper interaction between the equations at 

all nodes and at every time step. Similarly, the experimental studies seeking the influence of 

support condition/ anchoring system on the fluid flow characteristics during transient 

cavitating flow in a practical reservoir-pipe-valve system are limited. Hence, the present 

study also aims to investigate the effect of fixed anchors on different flow characteristics 

associated with transient cavitating flow in piping systems.  
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CHAPTER 3 

MATERIALS AND METHODS  

3.1. General  

Classical one-dimensional water hammer equations are most commonly used to model 

transient flow. Although these equations correctly predict the first pressure peak, a deviation in 

the damping behaviour of pressure fluctuation is observed between the numerical and the 

experimental results in such simulations (Araya and Chaudhry, 1997; Brunone et al., 2000, 2004; 

Mitosek and Szymkiewicz, 2012; Amara et al., 2013; Shimada and Vardy, 2013; Seck et al., 

2017; Martins et al., 2017). The pressure fluctuations consequent to transient flow also induce 

motion/deformation/vibration in the structural components of the piping system, which in turn, 

change the flow conditions. Most of the studies on water hammer consider the fluid system 

alone, without considering the effect of deformation of the pipe material and its mutual 

interactions. This lack of representation is probably one of the reasons for the deviation in the 

damping of the pressure wave mentioned earlier. Water hammer waves, during its to and fro 

motion, cause pressure rise and drop alternatively in the piping system. When the pressure drops 

to vapour pressure, the system can be subjected to cavitation. Research area on cavitation 

includes gaseous cavitation, vaporous cavitation and column separation. The present study deals 

with transient vaporous cavitation. 

The current study uses a three-dimensional mathematical model which describes both the 

transient flow in pipes and consequent deformation/motion of the structure, viz., the pipe. This 

chapter describes the fundamental governing equations, the assumptions, and initial and 

boundary conditions that are required for the solution of the problem under consideration. 

Further, it also elucidates the various turbulence models and cavitation models. The solution 

procedure for the fluid model uses the finite volume method (FVM) and that for the structural 

part utilises the finite element method (FEM). The chapter includes the fundamental principles of 

FVM and FEM. 
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3.2. Governing Equations 

Fundamental governing equations of fluid dynamics, solid dynamics, cavitating flow and 

turbulence are included in this section.  

3.2.1. Assumptions 

Three-dimensional model of fluid and pipe were selected for the study on FSI. For 

cavitation modelling, 2-D axi-symmetric model was used. In the numerical investigation of water 

hammer with cavitation, only transient vaporous cavitation is considered. The following 

assumptions were used for the study (Niyogi et al., 2006; Anderson and Wendt, 1995; Modi and 

Seth, 1985; Timošenko and Goodier, 1951; Ameen, 2005).   

• The fluid medium is considered to be a continuum  

• The liquid is Newtonian liquid. 

• For steady flow analysis, the fluid is considered as incompressible.   

• For transient flow analysis, the fluid is considered as compressible.  

• The pipe material is assumed as homogeneous, isotropic and linearly elastic.  

3.2.2. Governing Equations for Fluid Flow 

The fundamental governing equations of fluid dynamics are the continuity, momentum 

and energy equations. They are the mathematical statements of three fundamental physical 

principles viz., conservation of mass, momentum and energy. 

3.2.2.1. Continuity Equation (Conservation of mass): 

The law of conservation of mass states that the total mass moving into the system is equal 

to the sum of total mass moving out of the system and the change in storage within the system. 

This conservation relation in partial differential form is given by the Eqn.3.1 (Niyogi et al., 2006; 

Anderson and Wendt, 1995; Fluent Theory Guide, 2012; ANSYS user’s manual, 2013).   
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(3.1) 

where   ρ  - the density of flowing fluid 

Ux, Uy, Uz  - fluid velocity components in x, y and z directions 

  t  - time  

Sm  - source term.  

This equation is valid for all flow problems including compressible and incompressible flows. 

3.2.2.2. Momentum Equation (Conservation of momentum) 

Momentum equation, also known as the Navier-Stokes Equations (N-S equation), is 

governed by the principle of conservation of momentum, which states that the total momentum 

in a system remains conserved. The complete Navier-Stokes Equations in conservation form are 

given in Eqn.3.2. The three equations represent the conservation of momentum in three 

directions (Niyogi et al., 2006; Anderson and Wendt, 1995; Fluent Theory Guide, 2012; ANSYS 

user’s manual, 2013). 
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(3.2) 

where    p  - pressure 

f  - body force per unit mass  

   - molecular viscosity  

   - bulk viscosity coefficient. 

3.2.2.3. Energy Equation (Conservation of energy) 

The energy equation is based on the law of conservation of energy which states that 

energy can neither be created nor be destroyed, but can only be converted from one form to 

another. Hence, the total energy flowing into the system should be equal to the sum of total 

energy flowing out of the system and the change in internal energy. This principle can be 

represented mathematically as Eqn.3.3 (Versteeg and Malalasekera, 2007; Anderson and Wendt, 

1995; Fluent Theory Guide, 2012; ANSYS user’s manual, 2013). 
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(3.3) 

where  e - internal energy 

τ  - stress components (normal and shear)  

V2/2  - kinetic energy per unit mass 
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 𝑞̇  - rate of volumetric heat addition per unit mass  

k  - thermal conductivity  

 𝑉⃗   - velocity vector 

T - Temperature 

3.2.3. Governing Equations for the Piping System 

In the transient analysis accounting FSI, dynamic analysis of the piping system is also 

required to be carried out. In the early numerical investigations, the pipe was modelled with one-

dimensional elements with a hollow circular cross-section. Axial, lateral and torsional vibrations 

were considered in the analysis and the model considered was referred to as fourteen-equations 

model. The governing equations corresponding to each of these structural responses (fourteen-

equation model) are given in section 2.4.1. But, the current study utilised a three-dimensional 

model, and the governing equations used for the analysis were differential equations of motion 

(Eqn.3.4), constitutive relations (Eqn.3.5), strain displacement relations (Eqn.3.6) and 

compatibility conditions (Eqn.3.7). 

3.2.3.1. Differential Equations of Motion 

Differential equations of motion of a deformable body represent the relation between the internal 

stress field induced in the body to the body forces acting including inertial force of the body. By 

using the conservation of momentum principle, the equations of motion can be represented as 

given in equation 3.4 (Timošenko and Goodier, 1951; Boresi et al., 1985; Ameen, 2005). 

𝜕𝜎𝑥𝑥

𝜕𝑥
+

𝜕𝜏𝑦𝑥

𝜕𝑦
+

𝜕𝜏𝑧𝑥

𝜕𝑧
+ 𝐵𝑥 = 0 

𝜕𝜏𝑥𝑦

𝜕𝑥
+

𝜕𝜎𝑦𝑦

𝜕𝑦
+

𝜕𝜏𝑧𝑦

𝜕𝑧
+ 𝐵𝑦 = 0 

𝜕𝜏𝑥𝑧

𝜕𝑥
+

𝜕𝜏𝑦𝑧

𝜕𝑦
+

𝜕𝜎𝑧𝑧

𝜕𝑧
+ 𝐵𝑧 = 0 

(3.4) 

σxx, σyy, σzz - normal stresses in x,y,z directions 

τxy, τyz τxz -shear stresses on three faces 
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3.2.3.2. Stress-strain relation – Constitutive Equations- isotropic 

These equations are the relations connecting stress and strain fields and reflect the properties of 

the material. This relation is based on generalised Hooke’s law. In the case of homogeneous, 

isotropic and linearly elastic materials, these equations contain only two material constants 

Young’s modulus ‘E’ and Poisson’s ratio ‘ν’ as given in Eqn. 3.5 (Timošenko and Goodier, 

1951; Boresi et al., 1985; Ameen, 2005). 
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𝜐 𝜐 1 − 𝜐 0 0 0

0 0 0
(1 − 2𝜐)

2
0 0

0 0 0 0
(1 − 2𝜐)

2
0

0 0 0 0 0
(1 − 2𝜐)

2 ]
 
 
 
 
 
 
 
 

[
 
 
 
 
 
𝜖𝑥

𝜖𝑦

𝜖𝑧

𝛾𝑥𝑦

𝛾𝑦𝑧

𝛾𝑥𝑧]
 
 
 
 
 

 

(3.5) 

εx, εy, εz - normal strains in x, y, z directions 

γxy, γyz γxz - Shear strain on three faces 

3.2.3.3. Strain – Displacement relation 

Under the action of forces, an elastic body undergoes deformation. If the deformation is same at 

all points of the body, there is no strain induced in the body and the motion in the body is said to 

be rigid body motion. If the displacement of the body is different at different points, two type of 

strains are induced in the body, viz., normal strain and shear strain. Normal strain and shear 

strain are related to the displacements by the relation given in Eqn. 3.6 (Timošenko and Goodier, 

1951; Boresi et al., 1985; Ameen, 2005). 

Bx, By, Bz -Body forces in x, y, z directions including inertia force per unit volume 
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[
 
 
 
 
 
𝜖𝑥

𝜖𝑦

𝜖𝑧

𝛾𝑥𝑦

𝛾𝑦𝑧

𝛾𝑥𝑧]
 
 
 
 
 

  =  

[
 
 
 
 
 
 
 
 
 
 
 
 
𝜕

𝜕𝑥
0 0

0
𝜕

𝜕𝑦
0

0 0
𝜕

𝜕𝑧
𝜕

𝜕𝑦

𝜕

𝜕𝑥
0

0
𝜕

𝜕𝑧

𝜕

𝜕𝑦
𝜕

𝜕𝑧
0

𝜕

𝜕𝑥]
 
 
 
 
 
 
 
 
 
 
 
 

[

𝑢𝑥

𝑢𝑦

𝑢𝑧

] 

(3.6) 

3.2.3.4. Compatibility Conditions 

As the six strain components are functions of three displacement components as given in 

Eqn.3.6, they are not independent. The six strain components are connected each other as given 

in Eqn. 3.7 (known as compatibility conditions). A realistic strain field should satisfy these 

equations (Timošenko and Goodier, 1951; Boresi et al., 1985; Ameen, 2005). 

 

𝜕2𝜖𝑥

𝜕𝑦2
+

𝜕2𝜖𝑦

𝜕𝑥2
 =  

𝜕2𝛾𝑥𝑦

𝜕𝑥𝜕𝑦
 

𝜕2𝜖𝑦

𝜕𝑧2
+

𝜕2𝜖𝑧

𝜕𝑦2
 =  

𝜕2𝛾𝑦𝑧

𝜕𝑦𝜕𝑧
 

𝜕2𝜖𝑧

𝜕𝑥2
+

𝜕2𝜖𝑥

𝜕𝑧2
 =  

𝜕2𝛾𝑧𝑥

𝜕𝑧𝜕𝑥
 

2
𝜕2𝜖𝑥

𝜕𝑦𝜕𝑧
=

𝜕

𝜕𝑥
(−

𝜕𝛾𝑦𝑧

𝜕𝑥
+

𝜕𝛾𝑧𝑥

𝜕𝑦
+

𝜕𝛾𝑥𝑦

𝜕𝑧
) 

ux, uy, uz  - pipe displacements in x, y, z directions 
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2
𝜕2𝜖𝑦

𝜕𝑧𝜕𝑥
=

𝜕

𝜕𝑦
(
𝜕𝛾𝑦𝑧

𝜕𝑥
−

𝜕𝛾𝑧𝑥

𝜕𝑦
+

𝜕𝛾𝑥𝑦

𝜕𝑧
) 

2
𝜕2𝜖𝑧

𝜕𝑥𝜕𝑦
=

𝜕

𝜕𝑧
(
𝜕𝛾𝑦𝑧

𝜕𝑥
+

𝜕𝛾𝑧𝑥

𝜕𝑦
−

𝜕𝛾𝑥𝑦

𝜕𝑧
) 

(3.7) 

3.2.4. Governing Equations for Cavitating Flow 

The basic governing equations of fluid flow for a single-phase flow field depict the 

conservation of mass, momentum and energy for liquid phase alone. The cavitating flow 

involves two phases, viz., water and vapour, and hence, the governing equations should be 

available for both the phases.  Transport of this additional phase (vapour) is governed by the 

vapour transport equation as given in Eqn.3.8 (Schnerr and Sauer, 2001; Singhal et al., 2002; 

Zwart et al.,2004). 

𝜕

𝜕𝑡
(𝛼𝜌𝑣) + ∇. (𝛼𝜌𝑣𝑉⃗ 𝑣) = 𝑅𝑒 − 𝑅𝑐 

(3.8) 

where 𝑉⃗ 𝑣 is the vapour phase velocity, α is the vapour volume-fraction, and the subscript v 

denotes the vapour phase. Re and Rc are the source terms for the growth and collapse of the 

bubbles as a result of cavitation. These two variables account for the rate of evaporation of water 

and condensation of vapour phases. The bubble growth and collapse are governed by the bubble 

dynamics equation, viz., the Rayleigh-Plesset equation, which is given by Eqn.3.9 (Schnerr and 

Sauer, 2001; Singhal et al., 2002; Zwart et al., 2004). All the bubbles are assumed to be spherical 

in shape, with constant temperature and pressure inside the bubble, and distributed 

homogeneously within the liquid.  

𝑅𝐵

𝑑2𝑅𝐵

𝑑𝑡2
+

3

2
(
𝑑𝑅𝐵

𝑑𝑡
)

2

= (
𝑃𝑏 − 𝑃

𝜌𝑙
) −

4𝜈𝑙

𝑅𝐵
𝑅𝐵̇ −

2𝑇

𝜌𝑙𝑅𝐵
 

(3.9) 
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where RB is the bubble radius, T is the surface tension coefficient, 𝜌𝑙 is the bubble density, 𝜈𝑙 is 

the kinematic viscosity of the liquid, Pb is bubble surface pressure, and P is the local far-field 

pressure. 

When higher order terms and surface tension are neglected, the Eqn.3.9 simplifies into  

𝑑𝑅𝐵

𝑑𝑡
= √

2

3

𝑃𝑏 − 𝑃

𝜌𝑙
 

(3.10) 

This equation provides an underlying physical model to introduce the effects of bubble dynamics 

in the cavitation model.  

3.2.4.1. Cavitation models 

Based on the Rayleigh-Plesset equation for bubble dynamics, different cavitation models 

were in use (Schnerr and Sauer, 2001; Singhal et al., 2002; Zwart et al., 2004). The three popular 

cavitation models available in the literature are 

a) Singhal et al. Model 

b) Zwart-Gerber-Belmari Model 

c) Schnerr-Sauer Model 

The details of all these three available models are given in section 2.3 of the literature review. It 

is observed that the Schnerr-Sauer model is more robust and converges faster, as compared to the 

Singhal et al. model (Wang et al., 2016; Jansson et al., 2017). Moreover, the Schnerr-Sauer 

model is simple to use and set up as compared to the Zwart-Gerber-Belmari model. Besides, the 

only input required for the Schnerr-Sauer model is the number of spherical bubbles per unit 

volume of the liquid, thus simplifying the initialisation of the numerical model. Hence, Schnerr-

Sauer model was chosen for the present study. 
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3.2.5. Turbulence Models  

Turbulence is a three-dimensional unsteady random motion observed in fluid flow at 

moderate to high Reynolds number. Turbulent flow is a type of fluid flow characterized by 

fluctuating and chaotic property changes. These fluctuations lead to mixing of transported 

quantities such as momentum, energy, and species concentration, and cause the transported 

quantities to fluctuate as well. Although the Navier-Stokes equation is capable of evaluating the 

solution by taking this turbulence into account, it needs enormous computational resources to 

simulate and resolve such small scales of fluctuations. This type of approach is called Direct 

Numerical Simulation (DNS). An alternative method is to employ turbulence models to include 

the effect of turbulence in the flow. The Reynolds Averaged Navier-Stokes simulation (RANS) 

and Large Eddy Simulation (LES) are the two kinds of approaches.  

In the solution of governing equations, the simulation of turbulent flow causes significant 

problems. Direct simulation of turbulence by the time-dependent Navier-Stokes equations (DNS) 

is possible only for simple flow cases at low Reynolds numbers. In the Reynolds Averaged 

Navier-Stokes Simulation (RANS) model, the flow variables are decomposed to mean and 

fluctuating parts. Then, a time averaging is operated, and two additional terms are added to the 

Navier-Stokes equation. This method has one equation and two-equation models. Commonly 

used one equation model is Spalart Allmaras model whereas that of two equation models are k–ɛ 

model and k–ω model. In these models, additional equations are solved together with Navier-

Stokes equations. 

The following are the different turbulence models used in Computational Fluid Dynamics. 

• Spalart–Allmaras 

• k–ɛ models 

Standard k–ɛ 

Re Normalisation Group (RNG) k–ɛ 

Realizable k– ɛ 

• k–ω models 

Standard k–ω model 
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Shear Stress Transport (SST) k–ω model 

• Reynolds stress model (RSM) model 

• LES 

k-ε turbulence model was selected for the study from the available turbulence models as it is 

the most general-purpose turbulence model. The k-ε turbulence models are of three types; 

standard k-ε model, RNG k-ε model and realizable k-ε model. The standard k-ε model is stable 

and numerically robust, which can be used for all general problems except for the flow over 

curved surfaces, the flow in rotating fluids and the flow with boundary layer separation (Fluent 

Theory Guide, 2012; ANSYS user’s manual, 2013). In the present study, none of these 

conditions were prevailed or expected (boundary layer separation is not expected). Hence, the 

use of the unconditionally stable standard k-ε model is justifiable. Standard wall function is also 

used along with the standard k-ε model to simulate the boundary layer characteristics.  

The turbulence kinetic energy k and its rate of dissipation ε are obtained from the 

following transport equations Eqn.3.11 and 3.12 (Anderson and Wendt, 1995; Fluent Theory 

Guide, 2012; ANSYS user’s manual, 2013). 

𝜕(𝜌𝑘)

𝜕𝑥
+

𝜕(𝜌𝑘𝑢𝑈𝑖)

𝜕𝑥𝑖
=

𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡

𝜎𝑘
)

𝜕𝑘

𝜕𝑥𝑗
] + 𝐺𝑘 + 𝐺𝑏 − 𝜌𝜀 − 𝑌𝑀 + 𝑆𝑘 

(3.11) 

 

𝜕(𝜌𝜀)

𝜕𝑡
+

𝜕(𝜌𝜀𝑈𝑖)

𝜕𝑥𝑖
=

𝜕

𝜕𝑥𝑗
[(𝜇 +

𝜇𝑡

𝜎𝜀
)

𝜕𝜀

𝜕𝑥𝑗
] + 𝐶1𝜖

𝜖

𝑘
(𝐺𝑘 + 𝐶3𝜖𝐺𝑏) − 𝐶2𝜖𝜌

𝜖2

𝑘
+ 𝑆𝜖 

(3.12) 

Gk   - generation of turbulence kinetic energy due to the mean velocity gradients  

Gb  - generation of turbulence kinetic energy due to buoyancy 

YM   - contribution of the fluctuating dilatation in compressible turbulence to the 

overall dissipation rate.  

C1ε, C2ε ,C3ε  - constants.  

σk and σε  - turbulent Prandtl numbers for k and ε 
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Sk and Sε  - source terms. 

3.2.6. Equation of state 

The fluid was considered as incompressible for steady flow analysis whereas, it was 

considered as compressible for transient flow simulation. The compressibility of fluid was taken 

care of by the simplified form of the Tait equation (Eqn.3.13) (Ginell, 1961; Li, 1967; Fluent 

Theory Guide, 2012; ANSYS user’s manual, 2013). 

(
𝜌

𝜌0
)
𝑛

= 
𝐾

𝐾0
 

    (3.13)  

where 𝐾 = 𝐾0 +  𝑛∆𝑃  and ∆𝑃 = 𝑃 − 𝑃0 

P0 = reference liquid pressure, ρ0= reference liquid density, K0= reference bulk modulus and n= 

density exponent, P = liquid absolute pressure 

3.3. Numerical Method  

A variety of mathematical models have been used to model fluid transients considering 

FSI (Wiggert et al., 1987; Li et al., 2003; Tijsseling, 2007; Soares et al., 2008). The numerical 

procedure for solving these equations includes Method of Characteristics (MOC), a combination 

of MOC and Finite Element Methods, Finite Difference Method, Finite Volume Method and the 

like (Wiggert et al., 1987; Lavooij and Tijsseling, 1991; Heinsbroek, 1997; Li et al., 2003; 

Tijsseling, 2007; Soares et al., 2008). Recently, many attempts have been made to use the 

combination of structural dynamics and Computational Fluid Dynamics (CFD) models for the 

analyses of problems incorporating FSI. The governing equations for the CFD model are the 

same conservation equations but in its full form considering almost all processes like friction, 

boundary layer and turbidity. CFD is the art of replacing a set of PDE by a set of algebraic 

equations which can be solved by using efficient linear equation solvers. Most of the CFD 

solvers are based on the Finite Volume Method (FVM) in which the domain is discretised into a 

set of finite control volumes (Versteeg and Malalasekera, 2007; Moukalled et al., 2016; 
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Patankar, 1980). General conservation equations for mass, momentum and energy are solved on 

these set of control volumes.  

3.3.1. Computational Fluid Dynamics (CFD) 

Study of transient flow, considering three-dimensional governing equations in its full 

form is computationally intensive and normally comes under the category of CFD. The basic 

principle of CFD is to replace the continuous problem domain with a discrete domain using grids 

(or elements). Instead of defining the flow variables at every point in a continuous domain, this 

procedure defines the flow variables only at the grid points in the discrete domain and solve for 

the relevant flow variables at these grid points. The value of flow variables at other locations is 

determined by interpolating the values at the grid points.  

ANSYS Fluent is an engineering software suite that can simulate CFD and different 

programming algorithms for simulation and optimisation. In this study, the flow in pipes is 

analysed using ANSYS Fluent which use FVM for the numerical discretization. 

3.3.2. Finite Volume Method 

The Finite Volume method uses an integral form of the equations to be solved. The 

computational domain is divided into elementary volumes and the integration is performed 

within these elementary volumes (Versteeg and Malalasekera, 2007; Moukalled et al., 2016; 

Patankar, 1980). The method enables to handle complex geometry without having the equation 

written in curvilinear coordinates. The method also preserves the conservative property. The 

elementary control volumes are described by the coordinates of the vertices of the quadrilaterals 

(for 2-D) or hexahedral (for 3-D). 

Integral forms of the governing equations are given in Eqn.3.14, 3.15 and 3.16 (Niyogi et 

al., 2006; Anderson and Wendt, 1995; Fluent Theory Guide, 2012; ANSYS user’s manual, 

2013). 

Continuity equation: 
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𝝏 

𝝏𝒕
∫𝝆𝒅𝑽 + ∮𝝆(𝑼𝒊. 𝒏)𝒅𝑺 = 𝟎

 

𝑺

 

𝑽

 

(3.14) 

Momentum Equation 

𝝏 

𝝏𝒕
∫𝝆𝑼𝒊𝒅𝑽 + ∮𝝆𝑼𝒊(𝑼𝒊. 𝒏)𝒅𝑺 = ∫𝝆𝒇𝒆𝒅𝑽 + ∮[−𝒑𝒏+(𝝉̿. 𝒏)]𝒅𝑺

 

𝑺

 

𝑽

 

𝑺

 

𝑽

 

(3.15) 

Energy equation 

𝝏 

𝝏𝒕
∫𝝆𝑬𝒅𝐕 + ∮ 𝝆𝑯(𝐯. 𝐧)𝐝𝐒 = ∮𝒌(𝛁𝐓. 𝐧)𝐝𝐒

 

𝑺

+ ∫(𝛒𝐟𝐞. 𝒗 + 𝒒̇𝒉)𝒅𝐕 + ∮(𝛕̿. 𝐧)𝐝𝐒

 

𝑺

 

𝐕

 

𝑺

 

𝐕

 

(3.16) 

where τ̿- viscous stress tensor 

For solving the integral forms of the governing equations, the ANSYS Fluent uses any 

one of the two methods viz., the pressure-based solver and the density-based solver. In the 

density-based solver, the density and the velocities are obtained from the continuity and the 

momentum equations respectively. On the other hand, in pressure-based solver, the pressure is 

obtained by solving pressure equation which is derived from the continuity and the momentum 

equations in such a way that the velocity field, corrected by the pressure, satisfies the continuity 

(Fluent theory guide 2012). Pressure based solver is used for the current simulation as it is the 

widely used solver in most of the transient flow simulations (Martins et al., 2014, 2016, 2018; 

Ferreira et al., 2018). The pressure-based solver uses two types of solver algorithms, viz., 

coupled and segregated. The continuity and the momentum equations are solved together in the 

coupled algorithm, while these equations are solved sequentially in the segregated algorithm. 

The segregated algorithm is better as it is memory efficient and hence adopted in the current 

study (Martins et al., 2014, 2016, 2018; Ferreira et al., 2018). 

3.3.3. Discretization Schemes 

Discretization of solution domain is mainly classified into spatial and temporal 

discretization. The general transport equation is converted into algebraic equations by integrating 
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it in each control volume. The unsteady conservation equation of a scalar quantity ϕ in integral 

form can be written as Eqn. 3.17. 

∫
𝜕𝜌𝜙

𝜕𝑡
𝑑V + ∮𝜌𝜙v⃗ . dA⃗⃗ = ∮Γϕ∇𝜙. dA⃗⃗ 

 

V

+ ∫𝑆𝜙

 

𝑉

𝑑𝑉 

(3.17) 

A⃗⃗   - surface area vector 

Γϕ  - diffusion coefficient for  

∇𝜙  - gradient of 𝜙 

SΦ - source of 𝜙 per unit volume 

Equation 3.17 is applied to each control volume, or cell, in the computational domain. 

Discretization of Equation 3.17 on a given cell yields Eqn. 3.18. 

𝜕𝜌𝜙

𝜕𝑡
V + ∑ 𝜌𝑓

𝑁𝑓𝑎𝑐𝑒𝑠

𝑓

𝑣 𝑓𝜙𝑓 . 𝐴 𝑓 = ∑ Γϕ

𝑁𝑓𝑎𝑐𝑒𝑠

𝑓

∇𝜙𝑓 . 𝐴 𝑓 + 𝑆𝜙𝑉 

(3.18) 

Nfaces  - number of faces enclosing cell 

𝜙𝑓  - value of 𝜙 convected through face f 

𝜌𝑓𝑣 𝑓 . 𝐴 𝑓 - mass flux through the face 

𝐴 𝑓  - area of face f 

∇𝜙𝑓  - gradient of 𝜙 at the face f 

V  - cell volume 

3.3.3.1. Spatial Discretization 

In FVM, the value of the function ϕ given in Eqn.3.17 is calculated and stored at cell 

centres. However, the values of the function ϕ are to be determined at the cell faces also for the 

discretization of the convective term. This discretization is carried out by different methods like 

first order upwind, second order upwind and QUICK schemes. 

https://www.afs.enea.it/project/neptunius/docs/fluent/html/th/node363.htm#eq13.7.3
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First-Order Upwind Scheme 

The function value at any face is equated to the cell centre value of the function at the 

upstream side. This method is first order accurate only. 

Second-Order Upwind Scheme 

When second-order accuracy is desired, quantities at cell faces are computed using a 

Taylor series expansion of the cell-centred solution about the cell centroid. Thus, when second-

order upwind is selected, the face value 𝜙𝑓 is computed using the expression Eqn. 3.19. 

𝜙𝑓 = 𝜙 + ∇𝜙. 𝑟   

(3.19) 

where 𝜙  and ∇𝜙  are the cell-centred value and its gradient in the upstream cell, and 𝑟  is the 

displacement vector from the centroid of the upstream cell to the centroid of the face. This 

formulation requires the determination of the gradient ∇𝜙 in each cell.  

QUICK Scheme (Quadratic Upwinding Interpolation of Convective Kinetics) 

 In QUICK scheme, the function value at any face is calculated by taking the weighted 

average of three cell centre values. Two neighbouring nodes of the face under consideration and 

one more node at the upstream side are selected in this scheme. This method is also second order 

accurate. 

3.3.3.2 Temporal Discretization 

Temporal discretization involves the integration of every term in the differential 

equations over a time step ∆t. The integration of the transient terms is given in Eqn. 3.20 to 3.23. 

A differential equation for the time evolution of a variable 𝜙 is given by Eqn. 3.20. 

𝜕𝜙

𝜕𝑡
= 𝐹(𝜙) 

(3.20) 
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where F(ϕ) is a function from any spatial discretization. If the time derivative is discretized by 

using backward differences, the discretization results in first-order accurate temporal scheme 

(Eqn. 3.21). 

𝜙𝑛+1 − 𝜙𝑛

Δ𝑡
= 𝐹(𝜙) 

(3.21) 

The second-order accurate temporal discretization is given by Eqn. 3.22. 

3𝜙𝑛+1 − 4𝜙𝑛+𝜙𝑛−1

2Δ𝑡
= 𝐹(𝜙) 

(3.22) 

where 

𝜙 - a scalar quantity 

n+1 - value at the next time level t+∆t 

n - value at the current time level t 

n-1 - value at the previous time level t-∆t 

Implicit Time Integration 

Implicit time integration considers the value of the function at future time level as given in Eqn. 

3.23. 

𝜙𝑛+1 − 𝜙𝑛

Δ𝑡
= 𝐹(𝜙𝑛+1) 

(3.23) 

This is referred to as "implicit'' integration since 𝜙𝑛+1 in a given cell is related to 𝜙𝑛+1 in 

neighbouring cells through 𝐹(𝜙𝑛+1) as given in Eqn. 3.24. 

𝜙𝑛+1 = 𝜙𝑛 + Δ𝑡 × 𝐹(𝜙𝑛+1) 

(3.24) 

This implicit equation can be solved iteratively at each time level before moving to the next time 

step. The implicit scheme is unconditionally stable. 
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3.3.4. Pressure-Velocity Coupling 

ANSYS Fluent has five different pressure velocity coupling algorithms viz., SIMPLE, 

SIMPLEC, PISO, Coupled, and Fractional Step (FSM). Among these SIMPLE, SIMPLEC, PISO 

and Fractional Step (FSM) are pressure based segregated algorithms. 

 3.3.4.1. SIMPLE 

SIMPLE (Semi-Implicit Method for Pressure Linked Equations) was used as pressure 

velocity coupling method. Out of the many algorithms, the SIMPLE was chosen for this study as 

this algorithm mainly influences the convergence rate (Ferreira et al., 2018; Martins et al., 2018). 

The SIMPLE algorithm uses a relationship between the velocity and the correction in the 

pressure to enforce mass conservation and thereby obtains the pressure field. 

If the momentum equation is solved with a guessed pressure field p*, the resulting face flux, Jf *, 

computed from Equation 3.25. 

𝐽𝑓
∗ = 𝐽𝑓

∗ + 𝑑𝑓(𝑝𝑐0
∗  − 𝑝𝑐1

∗ ) 

(3.25) 

The resulting face flux, Jf *does not satisfy the continuity equation. Consequently, a 

correction 𝐽𝑓
′  is added to the face flux 𝐽𝑓

∗ so that the corrected face flux 𝐽𝑓
   given by Eqn.3.26, 

𝐽𝑓 = 𝐽𝑓
∗ + 𝐽𝑓

′  

(3.26) 

According to SIMPLE algorithm 

𝐽𝑓
′ = 𝑑𝑓(𝑝𝑐0

′  
− 𝑝𝑐1

′ ) 

(3.27) 

where  

J′f - Mass flux correction through face f 

Ĵ*f -Assumed mass flux through face f due to the influence of velocities in the 

adjacent cells 

J*f -Assumed mass flux through face f  
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Then, SIMPLE algorithm substitutes the flux correction equations into the discrete 

continuity equation to get a discrete pressure correction equation in the cell as Eqn. 3.28. 

𝑎𝑝𝑝′ = ∑𝑎𝑛𝑏𝑝𝑛𝑏
′

 
+ 𝑏

𝑛𝑏

 

(3.28) 

where the source term b is the net flow rate into the cell as given in Eqn. 3.29. 

𝑏 = ∑ 𝐽𝑓
∗

𝑁𝑓𝑎𝑐𝑒𝑠

𝑓

𝐴𝑓 

(3.29) 

where 

The pressure-correction equation (Equation 3.28) may be solved using the Algebraic Multi-Grid 

(AMG) method. Once a solution is obtained, the cell pressure and the face flux are corrected 

using equations 3.30 and 3.31. 

𝑝 = 𝑝∗ + 𝛼𝑝𝑝′ 

(3.30) 

𝐽𝑓 = 𝐽𝑓
∗ + 𝑑𝑓(𝑝𝑐0

′  
− 𝑝𝑐1

′ ) 

(3.31) 

Here 𝛼𝑝 is the under-relaxation factor for pressure. The corrected face flux, 𝐽𝑓, satisfies the 

discrete continuity equation during each iteration. 

Jf -Mass flux through face f 

p*co, p*c1 -Guessed pressure field within the two cells on either side of the face 

df -Function of momentum equation coefficient 

p'co,  p'c1 -Pressure correction within the two cells on either side of the face 

𝑎𝑝 , 𝑎𝑛𝑏 -Momentum equation coefficients 

Af -Area of face f 

https://www.afs.enea.it/project/neptunius/docs/fluent/html/th/node373.htm#eqpprime
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In the current study, the second order upwind scheme was used for the solution of density 

and momentum equations, whereas first order upwind scheme was used for turbulent kinetic 

energy and turbulent dissipation rate. Convergence criterion adopted was absolute with the 

following residual values: 0.000001 for Continuity equation, 0.00001 for x velocity, y velocity, z 

velocity, turbulent kinetic energy and turbulent energy dissipation factor. Stability criterion was 

satisfied by lowering the Δt and the desirable level of accuracy was maintained by using good 

quality mesh. 

3.3.5. Finite Element Method 

In the transient analysis accounting FSI, the dynamic analysis of the piping system was 

also required to be carried out and was implemented by using the Finite Element Method (FEM). 

The governing equations of structural dynamics are solved for the discretised geometry along 

with the differential equations of motion, the constitutive equations, the strain displacement 

relation and the compatibility conditions. A 3-D twenty node hexahedron element was used for 

modelling the piping system. This element is a solid element with 20 geometric nodes (Fig. 3.1), 

with three translational degrees of freedom at each node, in the global coordinate system. The 

discretised form of dynamic equation was given in Eqn. 3.32 (Chopra, 1995). 

[𝑀][𝑢̈] + [𝐶][𝑢̇] + [𝑘][𝑢] = 𝐹(𝑡) 

(3.32) 

where  [M] - mass matrix, 

[C] - damping matrix 

[k]  - stiffness matrix 

[𝑢̈] - acceleration 

[𝑢̇]  - velocity 

[u]  - displacement  

F(t)  - force with respect to time  

Lagrangian interpolation polynomials for 3-D elements were used as the shape functions 

for 20 node hexahedron elements with respect to the natural coordinates from -1 to +1 
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(Zienkiewicz et al., 1977; Cook et al., 1974; Cook, 2007). The shape functions of the 20-node 

hexahedron (Fig. 3.1) are given in equation 3.33. 

 

Fig. 3.1 3-D 20 node element with node numbers 

𝑁𝑖 =
1

8
(1 + 𝜉𝑖𝜉)(1 + 𝜂𝑖𝜂)(1 + 𝜁𝑖𝜁)(𝜉𝑖𝜉 + 𝜂𝑖𝜂 + 𝜁𝑖𝜁 − 2)𝑖 = 1,2, … . ,8 

𝑁𝑖 =
1

4
(1 − 𝜉2)(1 + 𝜂𝑖𝜂)(1 + 𝜁𝑖𝜁)𝑖 = 9,11,13,15 

𝑁𝑖 =
1

4
(1 + 𝜉𝑖𝜉)(1 + 𝜂2)(1 + 𝜁𝑖𝜁)𝑖 = 10,12,14,16 

𝑁𝑖 =
1

4
(1 + 𝜉𝑖𝜉)(1 + 𝜂𝑖𝜂)(1 + 𝜁2)𝑖 = 17,18,19,20 

(3.33) 

where 𝜉𝑖  , 𝜂𝑖  , 𝜁𝑖  = natural coordinates of the element node with respect to the local coordinate 

system, −1 ≤ 𝜉 ≤ 1 , −1 ≤ 𝜂 ≤ 1 , −1 ≤ 𝜁 ≤ 1 . 

The element stiffness matrix is given as equation 3.34. 

[𝒌] =  ∫ [𝑩]𝑻
 

𝑽

[𝑫][𝑩]𝒅𝑽 

     

(3.34) 

where [B] - strain displacement matrix  

[D] - matrix for constitutive relation for linear elastic material. 

 
The element mass matrix is evaluated on the basis of the consistent formulation as given in 

equation 3.35. 

[𝑴] = ∫𝝆𝒔[𝑵]𝑻[𝑵] 𝒅𝑽
 

𝑽  

     (3.35) 
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where [N] - matrix of shape function of 20 node hexahedral elements.  

The ANSYS Structural uses the following procedure. The mass and stiffness matrices are 

assembled from the element matrices.  

Stiffness Matrix in terms of natural coordinates is given as equation 3.36. 

[𝒌] =  ∫ ∫ ∫ [𝑩]𝑻[𝑫][𝑩]
+𝟏

−𝟏

+𝟏

−𝟏

𝑱
+𝟏

−𝟏

𝒅𝝃𝒅𝜼𝒅𝜻 

(3.36) 

Where J is the determinant of Jacobian Matrix [J] given as equation 3.37. 

[𝐽] =

[
 
 
 
 
 
 
𝜕𝑥

𝜕𝜉

𝜕𝑦

𝜕𝜉

𝜕𝑧

𝜕𝜉
𝜕𝑥

𝜕𝜂

𝜕𝑦

𝜕𝜂

𝜕𝑧

𝜕𝜂
𝜕𝑥

𝜕𝜁

𝜕𝑦

𝜕𝜁

𝜕𝑧

𝜕𝜁]
 
 
 
 
 
 

 

(3.37) 

The direct numerical integration in time domain of the second order differential equations of 

motion is carried out by the Newmark- β method, considering its stability characteristics.  

3.3.5.1. Numerical Integration- Newmark-β Method 

For the numerical integration of dynamic equation, an implicit direct integration method 

known as Newmark-β method which is unconditionally stable, is commonly used. The ANSYS 

structural uses this method and a brief description of the procedure is given below. The dynamic 

equilibrium equation at any time tn is given by 

[𝑀][𝑢̈𝑛] + [𝐶][𝑢̇𝑛] + [𝑘][𝑢𝑛] = 𝐹(𝑡)𝑛 

(3.38) 

The Newmark-β method uses the finite difference expansions in the time interval ∆t. At the next 

time step n+1, the velocity is given by 
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{𝑢̇𝑛+1} = {𝑢̇𝑛} + [(1 − 𝛼){𝑢̈𝑛} + 𝛼{𝑢̈𝑛+1}]∆𝑡 

(3.39) 

Displacement is given by 

{𝑢𝑛+1} = {𝑢𝑛} + {𝑢̇𝑛}∆𝑡 + [(
1

2
− 𝛽) {𝑢̈𝑛} + 𝛽{𝑢̈𝑛+1}] ∆𝑡2 

(3.40) 

Where α and β are Newmark integration parameters. The values used in the study for α and β are 

0.5 and 0.25 respectively. 

∆t  = tn+1 -tn 

{𝑢𝑛}  - nodal displacement vector at time tn 

{𝑢̇𝑛}  - nodal velocity vector at time tn 

{𝑢̈𝑛}   - nodal acceleration vector at time tn 

{𝑢𝑛+1} - nodal displacement vector at time tn+1 

{𝑢̇𝑛+1} - nodal velocity vector at time tn+1 

{𝑢̈𝑛+1} - nodal acceleration vector at time tn+1 

 

The dynamic equilibrium equation at any time tn+1 is given by 

[𝑀][𝑢̈𝑛+1] + [𝐶][𝑢̇𝑛+1] + [𝑘][𝑢𝑛+1] = 𝐹(𝑡)𝑛+1 

(3.41) 

Rearranging the equations for velocity and displacement at time tn+1, the equation for {𝑢̈𝑛+1} and 

{𝑢̇𝑛+1} in terms of known velocity and acceleration; and {𝑢𝑛+1} can be obtained.  On 

substituting its value in the dynamic equation 3.41, the resulting equation is in terms of {𝑢𝑛+1} 

alone in the time step n+1. Left hand side of the equation contains terms with {𝑢𝑛+1} and right-

hand side contains the known quantities; and hence, the equation can be solved by matrix 

inversion method for getting the value of displacements. Once displacement is known, velocity 

and acceleration at tn+1 can be calculated by using the relations given earlier. The simulation 

needs two initial conditions u0 and 𝑢̇0 at time t0. 
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3.3.6. Fluid-structure interaction 

The FSI modelling includes multi-physics processes and links fluid dynamics and 

structural dynamics systems to arrive at a realistic result of the problem. The two-way coupling 

method is used for the analysis in which the data is passed in both directions, from fluid to 

structure and back. All these interactions are possible through a component “System Coupling”, 

inside the ANSYS Workbench.  

In the FSI analysis, the pipe and fluid are modelled simultaneously, and the outer surface 

of the fluid is treated as the inner surface of the pipe (fluid structure interface) where the data 

transfer takes place. The two-way system coupling in the models requires that the interface nodes 

must be common for both fluid and structure systems, though the methods of solution for both 

the systems are different viz., FVM for fluid and FEM for structure. It means that each node in 

the structural system should have a corresponding node at the outer boundary of the fluid. 

Several methods are available for linking FVM and FEM models. When creating an FSI 

model, the most important part is the connection of two independent mesh domains with 

different formulation. The CFD modelling (FVM) utilises an Eulerian mesh while FEM uses a 

Lagrangian mesh. The Lagrangian mesh is movable mesh while the Eulerian mesh is fixed in 

time and space for which mesh motion is activated by the dynamic mesh option in the software. 

The ANSYS Fluent and Structural use Arbitrary-Lagrangian-Eulerian (ALE) method for 

transferring the information between the fluid and solid domains (Donea et al., 1982; Lohner et 

al., 2006). The flow chart of the FSI phenomenon using ALE is given in Fig. 3.2. 
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 Fig. 3.2 Flow chart of the ALE method used for FSI problems in ANSYS 

3.3.7. Creation of Geometry and Mesh 

The geometry was created in the Design Modeler platform inside the ANSYS Fluent. While 

creating the mesh, different mesh options have to be specified in three directions; radial, 

circumferential and longitudinal directions. In circumferential direction, element size or number 

of divisions could be specified whereas in radial direction fine mesh was selected near the 

boundary and coarse mesh towards the centre. In the longitudinal direction sweep option was 

used by giving element size. The mesh quality was then checked for different parameters like 

aspect ratio, skewness, orthogonal quality and element quality. Refinement in the mesh was 

carried out until a good quality mesh was obtained. In the transient analysis with FSI, the 
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meshing of fluid was carried out inside the ANSYS Fluent after suppressing the pipe element 

and the meshing of the pipe was carried out inside the ANSYS Structural after suppressing the 

fluid part. Mesh synchronisation was implemented by providing the same commands for both the 

fluid and the pipe during the meshing process. 

3.3.8 Initial conditions 

The liquid filled pipe system was assumed to be in steady state initially. A constant head 

reservoir provided at the upstream boundary maintained a constant head always at that position 

which was considered as a pressure inlet. Transient event was created by a quick acting valve at 

the downstream end with a closing time at the order of 20 to 50 ms. The discharge during the 

closing time was assumed to vary linearly.  

3.4. Implementation of Numerical method 

Numerical procedure used in the software ANSYS Workbench is briefly explained as 

three parts 

• Numerical study of Water Hammer  

• Numerical study of Water Hammer with FSI 

• Numerical study of Water Hammer with Cavitation 

The details of these modelling procedure/selected options for three different cases are given in 

Table No. 3.1, 3.2 and 3.3. 
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Table 3.1 Details of numerical study of Water Hammer  

 Process Input commands Remarks 

Pre 

processor 

Creation of 

geometry 
 In Design modeler  

Fluid alone to be 

modelled 

Meshing 

Radial direction : Inflation option 

Circumferential direction : Edge sizing  

Longitudinal direction : Sweep method  

Several Trials till 

good quality mesh is 

obtained 

Solver Steady Flow 

Solver type       : Pressure based solver 

Time                 : Steady 

Viscous model : Standard k-ε model  

                           Standard wall function 

Material            : Incompressible fluid 

Residual value for 

convergence: 10-6 

 

 

Boundary 

conditions 

 

Inlet   : Pressure inlet (Pa) 

Outlet  : Mass flow outlet (kg/s) 

Interior water : Interior 

Outer face : Wall  

 

 
Solution 

methods 

Pressure velocity coupling: SIMPLE 

Discretization :  

            Pressure: Second order 

 Density: Second order upwind 

  k and ε: First order upwind 

On convergence 

Check the results of 

steady flow 

 

 
Transient 

state analysis 

Material : Compressible fluid  

Outlet   : From constant mass flow to 

zero within the closure time of valve 

Monitor the required 

results 
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Table 3.2 Details of numerical study of Water Hammer with FSI 

 Process Input commands Remarks 

ANSYS 

Fluent-Pre 

processor 

Creation of 

geometry 
In Design modeler 

Fluid and pipe to be 

modelled together 

Meshing Mesh fluid only- Same as Table 3.1  

Solver- 

Setup 

Steady Flow Same as Table 3.1  

Boundary 

conditions 

 

Inlet   : Pressure inlet (Pa) 

Outlet  : Mass flow outlet (kg/s) 

Interior water : Interior 

Outer face : Fluid structure interface 

 

Solution 

methods 

Create Dynamic mesh zones 

Inlet and outlet : Stationary 

Fluid outer wall: System coupling 

 

ANSYS 

Structural 

Engineering 

data 
Select material from Engineering data base  

Geometry Share geometry with Fluent  

Model- 

Meshing 
Mesh pipe only 

Maintain mesh 

compatibility 

Setup Create supports 
Using available 

support conditions 

 Inner surface of pipe : Fluid solid interface 

At the interaction 

surface data will get 

transferred 

System 

Coupling 
Share setup 

Fluent and structural setup to be connected 

to the setup of System coupling. 
 

  

Create two data transfers between fluid and 

structure 

Start the simulation  

Same time step as 

Fluent and Structural 
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Table 3.3 Details of numerical study of Water Hammer with Cavitation 

 Process Input commands Remarks 

Pre 

processor 

Creation of 

geometry 
2D Axi-symmetric in Design modeler  Fluid alone 

Meshing 

Radial direction : Edge sizing with bias 

and smooth transition 

Longitudinal direction : Edge sizing  

Several Trials till 

good quality mesh in 

terms of mesh 

parameters is 

obtained 

Solver Steady Flow 

Solver type           : Pressure based solver 

Multiphase model: Mixture model 

Primary phase      : Water 

Secondary phase  : Vapour 

 

 

Boundary 

conditions 

 

Inlet   : Pressure inlet (Pa) 

Outlet  : Mass flow outlet 

Centerline  : Axis 

Outer face : Wall  

 

 
Solution 

methods 

Pressure velocity coupling: SIMPLE 

Discretization:  pressure: PRESTO! 

Density          : Second order upwind 

α, k and ε       : First order upwind 

On convergence 

Check the results of 

steady flow 

 

 
Transient 

state analysis 

Water   : Compressible liquid  

Vapour: Ideal gas 

Multiphase model: Phase interaction, 

Cavitation              :Schnerr-Sauer model 

Create Solution 

monitors 

 

 

  



63 
 

3.5. Experimental setup 

The current investigation used the data from two published literature (Mitosek and 

Szymkiewicz, 2012 and Holmboe and Roleau, 1967). Experiments from two setups, designated 

as experiment setup A and B available in the literature, were used to study the effect of FSI on 

damping of pressure wave. There is only one set of investigation in the experimental setup A 

which is designated as case 1. In contrast, there are two sets of experiments in the experimental 

setup B, which are designated as case 2(a) and case 2(b) in the remaining part of the thesis.  

However, the experiments those were conducted as part of the current study in the Water Flow 

laboratory of FCRI Palakkad is designated as the Experiment setup C. Details of all the 

experimental setup (both available in the literature and in the present experimental study) are 

described in the subsequent sections.  

3.5.1. Experimental Setup A: Case 1 

The current study used an experimental study by Mitosek and Szymkiewicz (2012), as a case 

study for verifying the effect of FSI on pressure wave damping. Their experimental setup 

(designated as A), given in Fig. 3.3 included a pipeline, a pressurised tank and a ball valve at the 

end of the pipe. Details of that experimental setup are given as follows. The pipe was a straight-

steel pipe with dimensions and characteristics as length 72 m, internal diameter 0.042 m, pipe 

wall thickness 0.0033 m, roughness height 0.0008 m, wave velocity 1245 m/s, initial pressure 

head 51 m, initial velocity 0.41 m/s and average valve closure time as 0.021 s. The pipe was 

rigidly fixed to the floor with holders; spaced 2 m apart along the length. The inlet to the pipe (1) 

was located deep below the water level to eliminate air suction. The valve (4) was operated 

manually. The closure time ranged from 18 ms to 25 ms in all tests. A measuring system 

consisting of piezoelectric transducers (5), a signal amplifier (6), and a computer (7) with a data 

acquisition (20 MHz) card, recorded the pressure. A reservoir (2) fed water to the tested pipe (1). 

The initial pressure head, Ho, at the pipe outlet and the discharge were controlled using pressure-

reducing valves (3). The pressure head was adjusted to avoid column separation during water 

hammer. Once the flow stabilised to an initial steady-state, rapid manual closure of the valve (4) 

created the transient event. The time recorder (8) was used for recording the closing time with an 
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accuracy of 1 ms.  At the same instant, the valve (3) in front of the tank was also closed. A 

constant stream temperature of 14°C prevailed during the test. 

 

Fig. 3.3 Experimental set up A from literature (Mitosek and Szymkiewicz, 2012) (1) inlet to the 

pipe, (2) reservoir, (3) pressure-reducing valves, (4) manually operated valve, (5) piezoelectric 

transducers, (6) signal amplifier, (7) computer, (8) time recorder, (9) electromagnetic flow meter 

3.5.2. Experimental Setup B: Case 2(a) 

This study utilised the transient flow experiment from Holmboe and Roleau (1967) as the second 

case study (Fig.3.4a) and designated as experiment B. Details of that experimental setup are 

given as follows. The experiment setup B consisted of a constant head tank, a copper pipe and a 

rapid closure valve. The pipe had a length of 36.09 m and an internal diameter of 0.025 m. For 

conducting the experiment in turbulent flow condition, the used fluid was water with a density of 

1000 kg/m3 and viscosity of 0.00086 Ns/m2. The analysis used a wave velocity of 1350 m/s. The 

Reynolds number was maintained at 6166, which indicated that the flow was turbulent (Araya 

and Chaudhry, 1997; Holmboe and Roleau, 1967). From the available data, the flow velocity was 

calculated as 0.212 m/s, which was then used for the present numerical modelling. A quick 

acting valve was used to create transient events. The pressure was measured at the outlet and at 

the middle of the pipe. To alleviate the effect of vibration during the experiment in transient 

flow, the pipe was embedded in concrete throughout its length, as shown in Fig. 3.4b  
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 Fig.3.4 Experimental setup B from literature (Holmboe and Roleau, 1967)  

3.5.3. Experimental Setup B: Case 2(b) 

The Laminar flow condition was also used in the experimental setup B. The current study 

utilised the data from the second experiment in the laminar flow condition (Holmboe and Roleau 

(1967)), as another case study (case 2(b)). As in the earlier cases, the transient flow was created 

by the rapid closure of the valve.  For keeping the flow in laminar condition, the used fluid was 

oil with a density of 878.4 kg/m3 and viscosity of 0.03484 Ns/ m2. The analysis used a wave 

velocity of 1324 m/s and maintained a Reynolds number of 82, as provided by Araya and 

Chaudhry (1997). From the provided data, the flow velocity was calculated as 0.13 m/s, and was 

used in the present numerical modelling. Quick acting valve and pressure transducers were 

provided, as explained in case 2(a).  

3.5.4. Experimental Setup C 

As a part of the current investigation, a laboratory-scale experimental installation was set 

up to study the effect of different parameters like closure time of valve, number of fixed anchors, 

changes in the flow velocity and material properties of the pipe on transient cavitating flow 

characteristics. Various types of materials viz., elastic, visco-elastic and hyper-elastic materials 

are used in the piping system for water distribution and for other industries. Cast iron, ductile 

iron, steel, galvanized iron, copper, asbestos cement and plastic are the commonly used pipe 

materials. Selection of pipe material depends on the various parameters like the nature of fluid 

conveyed; the maximum expected pressure, the durability of the material and the resistance to 

chemical attack. Mild steel (MS) pipe has a wide range of application, especially, for conveying 
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water under high pressure. They are stronger and lighter in weight than the cast iron and the 

asbestos cement pipes. Three varieties of plastic pipes are available viz., Unplasticized Poly 

Vinyl Chloride (UPVC), plasticized poly vinyl chloride (PVC) and Chlorinated PVC pipes 

(CPVC). The UPVC pipes are used in low temperature and low strength applications. Another 

type of modern pipe material is High Density Poly-Ethylene (HDPE), which is probably the most 

durable material available in the market. Plant roots can never grow into this type of pipe and 

hence, the HDPE pipes are most suitable for sewer lines and underground water lines. In order to 

assess the influence of the mechanical behaviour of the pipe material on the flow characteristics, 

the present study selected three pipe materials viz., MS, UPVC and HDPE. The properties of the 

material and the fluid used for testing are given in Table 3.4. The inlet flow rate, the number of 

fixed anchors and the closure time were also varied to study their effect on the transient 

cavitating flow characteristics.  

Table 3.4 Fluid/Material Properties 

Property/Material Water Mild Steel UPVC HDPE 

Density (kg/m3) 998.2 7850 1430 960 

E (GPa) - 200 3.0 1.035 

Viscosity µ (Ns/m2) 0.001004 - - - 

Bulk Modulus (K) (GPa) 2.2 - - - 

The test was conducted at the Fluid Control Research Institute, Palakkad, Kerala, with 

custom made setup as detailed in this section. Experiments were conducted in a reservoir-pipe- 

valve installation, as shown in Fig. 3.5 (the experimental setup C). The mild steel pipe used in 

the experiment was of length 30.30 m. The internal and external diameters of the pipe were 52.4 

mm and 60.3 mm, respectively. Two 0-30 bar pressure transducers (Fig. 3.6) were attached to the 

pipe at a distance 0.085 m from the centre of Quick acting valve (QAV) and 20 m from the 

centre of QAV respectively to monitor the variation of pressure at these locations. A control 

valve (CV) situated at the downstream side of the pipe maintained the different flow rate 

required for the study. A digital flow-meter (TFM, Fig. 3.7) ensured the required flow rate 

through the pipe. The pipe was fed from a constant head water tank (CHT, Fig. 3.8) with a head 

of 17m. Before the closing of the valve for generating transient, steady flow was ensured inside 

the pipe by running the system with constant discharge for a sufficient period.  
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The pressure-actuated QAV (Fig. 3.9) mounted at the downstream section of the pipe 

(upstream of the flow control valve) created the sudden closure of the flow. A pressure gauge, a 

supplementary control mechanism attached to it, controlled the time of closure. Three different 

pressure values were used to control the QAV to close it at three different closure times. Fig.3.10 

shows the arrangement for measuring the time of closure in the quick acting valve. The closure 

time of QAV was measured using an optical sensor. 

 Four different anchoring conditions were utilised for the study, viz., no anchors, two 

fixed anchors (at ends), three anchors (one each at ends and one at centre); and five anchors (one 

each at ends, one each at quarter span and one at the centre). The experiment was conducted for 

five flow rates. The second setup consisted of 2″ UPVC pipe of length 30.13 m. The internal and 

external diameters of the UPVC pipe were 51.2 mm and 60.2 mm respectively. The third set up 

consisted of 2″ HDPE pipe of length 30 m. The internal and external diameters of the HDPE pipe 

were 47.07 mm and 59.85 mm respectively.  

 

Fig 3.5 Schematic Sketch of the Experimental Setup C 

The details of the experimental cases with varying flow rate, closing time, material and 

anchoring conditions are shown in Table 3.5. 
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Table 3.5 Different cases of experiments 

Sl.No. Material 
Anchoring 

Condition 

Closure time 

of the valve 

(ms)  

Velocity 

(m/s) 
Flow Rate 

(m3/hr) 

1 

to 

60 

Mild Steel 

No anchor 

Two anchor 

Three anchor 

Five anchor 

 50 

 40 

 31 

0.540 4.23 

0.445 3.53 

0.362 2.82 

0.273 2.12 

0.181 1.41 

61 

to 

120 

UPVC 

No anchor 

Two anchor 

Three anchor 

Five anchor 

 50 

 40 

 31 

0.8 5.93 

0.7 5.20 

0.6 4.45 

0.5 3.70 

0.4 2.96 

121 

to 

132 

HDPE 

Two anchor 

Three anchor 

Five anchor 

40 

1.2 7.517 

1.0 6.264 

0.8 5.011 

0.6 3.759 

 

 Fig. 3.6- Pressure Transducer Range 0-30 bars 
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Data Acquisition system (Fig. 3.11) measured the pressure variation at a sampling frequency of 

100 kHz. The pressure gauges were calibrated for both positive and negative pressures to yield 

accurate measurements. Fig. 3.12 shows the switch to create a transient event by the closure of 

QAV.  

 

Fig 3.7 Digital Flow meter used in the study 

 

Fig 3.8 Over Head Water Tank used in the study with 17 m head 
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Fig. 3.9 Pressure actuated Quick Acting Valve (QAV)  

 

Fig. 3.10 Arrangement for the determination of closure time of Quick Acting Valve 

The flow rates for different materials were chosen to ensure that the maximum pressure rise 

inside the pipe does not exceed 2 times the pressure rating of the pipe, and the cavitation pressure 

does not exceed 3 times the pressure rating of the pipe. The pressure was analytically calculated 

by using the Joukowski equation for sudden closure, and the flow rates were selected based on 
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this pressure to ensure safe working pressure. The steady flow pressure test was conducted at 1.5 

times the rating to ensure that there is no leakage in the pipe or at the joints. 

 

Fig 3.11 Data acquisition system with a sampling frequency of 100 kHz 

 

Fig. 3.12 Switch of Pressure actuated Quick Acting Valve (QAV)  

3.5.5. Anchoring conditions 

Four different anchoring conditions were used in the setup to study the effect of the 

anchors on the flow. The anchors were custom designed based on classic theories of mechanics, 

to ensure complete fixity.  
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3.5.5.1. No anchor condition 

  The first support condition selected for the experimental study was no anchor condition. 

In this support condition, no fixed anchor or constraint was attached to the system. The pipe was 

laid down on the test floor and was free to move.  The inlet was clamped to the water main from 

the CHT and the outlet was driven to an underground sump, the pipe was free to move. However, 

the flanges did not allow the pipe to rest completely on the floor, and hence it is simply 

supported at regular intervals. The negative y directional displacement was restrained as the pipe 

was laid on floor. This support condition was adopted for MS and UPVC pipes.  The pipes are 

tested for flow rates (as specified in Table 3.1) for no anchor conditions (Fig. 3.13). For the 

HDPE pipe, this support condition was not selected because it was very difficult to fix HDPE 

pipe in position without any anchors. 

 

Fig 3.13 Experimental setup – MS pipe - No anchor case 

3.5.5.2. Two anchor condition 

The second support condition selected for the experimental study was with two fixed 

anchors one at each end. In this support condition, two fixed anchors or constraints are attached 

to the system. This support condition was used for all the three pipe materials selected in the 

study. The supports were so designed as to ensure fixity at the location of the support. Two 
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clamps, (each of width 60 mm), separated by a distance of 240 mm and fixed to a heavy plate, 

was used to ensure the fixity (Fig. 3.14 and 3.15). The base plate was further fixed to the 

foundation by using foundation bolts to ensure a rigid support. Each clamp was given four M10 

nuts to ensure the restriction of lateral movements and deflection of the pipe. The supports were 

fixed at the inlet and the outlet (close to QAV).  

3.5.5.3. Three anchor condition 

Along with the two fixed anchors in the second case, one more fixed anchor of the same 

type was added to the system at the centre. This support condition was also applied for all the 

three pipes of different materials. 

 

Fig 3.14 Anchors used to ensure fixity of the pipe 

 

 

Fig. 3.15 Anchors in position 
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3.5.5.4. Five anchor condition 

Further, two more fixed anchors were introduced to the system, at quarter spans and 

hence, the total number of constraints increased to five.  A typical installation of HDPE is given 

in Fig. 3.16. For each flow rate, the precaution was taken to avoid the presence of any trapped 

bubble and any unexpected pressure rise due to such entrapment. 

 

 

  

 

 

Fig. 3.16 Experimental installation for conducting experiments in HDPE Pipe 

Pipes were tested under each anchoring conditions for the different severities of 

cavitation and also for the different severities of pressure rise, without cavitation. The mass flow 

was adjusted so that the peak pressure of the cavitation was captured and the pressure surge did 

not go beyond the limit of the design. The closure time of valve was also simultaneously checked 

and adjusted. The flow was opened entirely after each series of closure time, to ensure that there 

is no bubble or air entrapment.  
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3.5.6. Pipe Acceleration 

An accelerometer was also used in MS pipes to measure acceleration during transient 

flow and was placed at the centre of the pipe for two anchor support condition. The acceleration 

with respect to time was monitored in lateral directions y and z. For three anchor support 

condition, the accelerometer was placed at quarter span, at the middle of adjacent supports. The 

acceleration was recorded in terms of acceleration due to gravity ‘g’. 

3.5.7. Flow chart of the methodology 

 A flow chart showing the methodology of the experimental and numerical study included 

in the research is shown in Fig. 3.17. All the steps to be followed for attaining the objectives of 

the current research is shown schematically in the flow chart.  
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Fig. 3.17 Flow chart of the methodology 



77 
 

3.6. Summary 

The governing equations for both fluid flow and structural actions related to the current study 

were discussed in the first part of this chapter. Numerical methods adopted for the analysis of 

water hammer, water hammer with FSI and water hammer with cavitation were discussed along 

with the numerical implementation procedure. The laboratory setups considered for the 

investigation (Experiment setup A and B, taken from literature) were also included in this 

chapter. The current experimental investigation (Experimental setup C) for studying the effect of 

different parameters like valve closure time, flow rate, number of fixed anchors and pipe material 

was also detailed in the last part of this chapter.  
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CHAPTER 4 

RESULTS AND DISCUSSIONS – EXPERIMENTAL 

INVESTIGATION 

4.1. General 

Many experimental studies in the field of transient flow in a piping system dealt with 

the influence of the closure time of the flow-control valve on the water hammer pressure 

(Hughes, 1963; Kodura, 2016). However, very few studies investigated into the effect of the 

closure time of flow-control valve, the velocity of flow and the anchoring conditions of a piping 

system on the water hammer pressure, and the maximum pressure consequent to cavitation. 

Although the vibration accompanied by the water hammer of fluid conveying pipes was 

investigated both numerically and experimentally by many researchers (Zhang et al., 1999; Li 

et al., 2018; Wang et al., 2013; Sankarachar, 2015; Shaik et al., 2017; Hunain, 2017 and 

Alnomani, 2018), its effect on flow characteristics was not dealt with in those studies. If a 

piping system is not anchored properly, it will experience unwarranted vibration during 

transient flow. The provision of more anchors can make the system more rigid and obviously, 

the vibration of the system gets reduced. However, the impact of rigidity on the characteristics 

of fluid flow during a transient-cavitating event has not been investigated so far. Hence, the 

present study aims to examine the effect of closure time of valve, the initial flow rate of the 

flow, material properties of the pipe and anchoring conditions of the piping system on the 

characteristics of transient-cavitating flow through a piping system. The experiments were 

conducted in a custom-made experimental installation (explained in section 3.5.4) at the water 

flow laboratory of Fluid Control Research Institute Palakkad, Kerala. Based on the study, the 

results are presented separately as the influence of various parameters on characteristics of the 

transient cavitating flow. 

4.2. Effect of valve-closure time on transient flow 

One of the significant causes of  transient flow in a pipeline is the sudden closure of the 

non-return valve/quick acting valve provided at the downstream end of the pipeline. The 

sudden closure of the valve can be actuated by a power failure or a pump trip or the like. 
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Experiments were conducted with various combinations of closure times and initial flow 

velocities so that the effect of valve-closure time and initial flow velocities on the occurrence 

of cavitation can be studied. The closure time of valve is a critical factor affecting the pressure 

peak, formed during the water hammer. It is reported by Ahmadi and Keramat (2010) that when 

closure time is less than 2L

c
, the valve-closure time does not affect the maximum pressure rise. 

In such a condition, the Joukowsky equation gives the maximum pressure. When the valve-

closure time is greater than 2L

c
 the pressure rise is less than the Joukowsky pressure. Hence, 

the value 2L

c
 is used for demarcating the type of closure into two categories, viz., sudden and 

gradual. 

The demarcating limit between the sudden closure and the gradual closure is 2L

c
 

(Simpson and Wylie; 1991, Simpson and Bergant, 1994; Ahmadi and Keramat; 2010). By 

using the modulus of elasticity of pipe material and an equivalent bulk modulus of water, the 

wave velocity for mild steel (MS) was calculated as 1391.06 m/s. The limiting value for 

categorising the closure time was then calculated as 43.6 ms. Based on this calculation, three 

closure times were selected as 31 ms, 40 ms and 50 ms, of which 50 ms fell into the type of 

gradual closure and the other two, 31 ms and 40 ms, into the kind of sudden closure. For 

studying the effect of valve-closure time along with the change in initial flow velocities, five 

different initial flow velocities were adopted; which are given in Table 3.5. These initial flow 

velocities were selected to include different cases with and without cavitation. The steady-state 

pressure at the salient locations (Fig.3.4, P1 and P2) and the head loss values at the outlet (P2) 

for each velocity are given in Table 4.1. Pressure variations versus time are plotted at the outlet 

(P2) and also at 20 m from the outlet (P1) for the various cases. The variations of pressure with 

the three closure times for the same flow velocity are plotted in a graph to assess the effect of 

closure time on the occurrence of cavitation. 

Fig. 4.1 shows the variation of pressure with time for an initial flow velocity 0.181 m/s and 

closure times as 50 ms, 40 ms and 31 ms.  Out of these three closure times, first one (50 ms) 

works out to be gradual by the 2L

c
 criteria and the other two as sudden, as indicated earlier. The 

estimated hike in pressure for gradual closure is ρLao, where ρ is the density, L length of pipe 

and ao the uniform deceleration. Thus, the estimated hike in pressure works out to be 1.1 bars 

and hence, the total peak pressure to be 2.8 bars. These values match with the experimental 
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result.  Similarly, the estimated pressure hikes in sudden closure cases work out to be 2.5 bars 

as per the Joukowsky equation irrespective of the closure times and the corresponding peaks 

in the total pressure as 4.2 bars. The peak values of pressure for both the cases (with closure 

time as 31 ms and 40 ms) are equal (4.1 bars) and are slightly less than this value. Hence, the 

water hammer pressure peak is independent of the closure time when the closure comes under 

the category of sudden, i.e., t ≤ 2L

c
.  These results match with well-established theories and facts 

(Simpson and Wylie, 1991; Simpson and Bergant, 1994; Ahmadi and Keramat, 2010), and thus 

validate the experimentation procedure and accuracy of measuring components. The variations 

of pressure for all the three-closure time indicate that no cavitation is present for this velocity 

of flow in each of the closure time. Fig. 4.2 gives the pressure variation at 20 m away from the 

outlet and shows how the pressure wave gets damped during the process. This damping effect 

also follows the general trend observed in Fig. 4.1 and hence, once again reinforces the 

aforementioned fact regarding the accuracy of experimentation.  

 Table 4.1 Steady-state pressure at the key locations and the pressure loss at outlet 

Sl. No. 

Initial flow 

Velocity 

(m/s) 

Pressure at  

20 m from outlet 

(P1) 

(Bars) 

Pressure at outlet 

(P2) 

(Bars) 

Pressure loss 

at outlet (P2) 

(Bars) 

1 0.181 1.6965 1.6895 0.01050 

2 0.273 1.6945 1.6839 0.01608 

3 0.362 1.6941 1.6827 0.01730 

4 0.445 1.6918 1.6759 0.02413 

5 0.540 1.6878 1.6641 0.03590 
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Fig. 4.1 Pressure variation at the outlet for different closure time (v= 0.181 m/s) 

 
Fig. 4.2 Pressure variation at 20 m from the outlet (v= 0.181 m/s)  

The experiment was repeated for an initial velocity of 0.273 m/s for all the three closure 

times. Here again, the characteristics of the first pressure peak for both sudden and gradual 

closure of the valve are similar to that for the flow velocity of 0.181 m/s. However, the curves 

of pressure variation indicate the occurrence of cavitation for  closure times 40 ms and 31 ms 

as shown in Fig.4.3. The pressure drops to vapour pressure for both the cases. Duration of 
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cavitation periods is from 0.070 s to 0.11 s when the time of closure is 40 ms and 0.065 s to 

0.11 s when it is 31 ms. Thus, the water changes from its liquid to vapour state during this 

period (bubble formation period) and these vapour bubbles collapse at 0.11 s, generating a 

sudden pressure rise up to 9.4 bars. The pressure rise reaches above 30 bars in the case of 

closure time of 31 ms. As the time of closure decreases, both the duration of the cavitation and 

the pressure hike after vapour collapse increase.  It indicates the importance of closure time 

and its link to the occurrence of cavitation. The pressure hike as a result of cavitation was found 

to be much higher than that of water hammer pressure (3 to 10 times). Thus, it is always 

advisable to avoid the occurrence of cavitation.  Hence, the assessment of operating time for 

flow control devices is vital for preventing the occurrence of cavitation in any piping system. 

 

Fig. 4.3 Pressure variation at the outlet (v= 0.273 m/s)  

An enlarged view of the pressure variation during the cavitation is shown in Fig.4.4 to 

have a better understanding of  the process. Fig.4.4 shows that the pressure hike as a result of 

cavitation in case of closure time of 31 ms is more than three times that of 40 ms closure time. 

Unlike the water hammer pressure, the pressure hikes increase drastically with the decrease in 

closure time. The magnitudes of these hikes are significant in the context that pipes used in the 

piping system are normally tested for 1.5 times the static pressure. Although the closure times 

of 40 ms and 31 ms are classified as sudden closure and the water hammer pressures are equal, 

the pressure rises as a result of vapour collapse are not comparable (Table 4.2). Unlike the 

magnitude of water hammer pressure, the occurrence of cavitation and pressure rise due to 



83 
 

bubble collapse depend very much on the valve-closure time. It is seen from the Table 4.2 that 

the increase in pressure due to cavitation is more than 200% when there is only a 20% decrease 

in closure time. However, the development of a relation connecting these factors is not possible 

as some of the recorded pressures are more than 30 bar (deviating from the assumption made 

earlier for selecting the range of transducer), the maximum limit of transducer; and hence, exact 

value of pressure in that case could not be recorded. 

 

Fig. 4.4 Pressure variation at the outlet (v= 0.273 m/s) - enlarged view 

To verify the occurrence of cavitation away from the outlet, the pressure variation at 20 

m from the outlet was also plotted (Fig. 4.5). It shows that the second peak in the pressure wave 

is slightly higher than the first one and thus indicates the occurrence of cavitation not only near 

the outlet but also at 20 m from the outlet. However, the severity of the cavitation effect is 

small at 20 m when compared with that at the outlet of the pipe. The severities of the events in 

the case of 31 ms and 40 ms are almost equal at 20 m, whereas it is not the case in the pressure 

variation at the outlet. However, this fact has to be verified in the subsequent cases.  As 

expected, there was no cavitation for the case 50 ms closure time (gradual closure) even when 

the flow velocity was increased from 0.181 m/s to 0.273 m/s. 
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Table 4.2 Details of peak pressure at the outlet for different flow rates  

Velocity 

(m/s) 

Closure time 

(ms) 

First pressure 

peak 

(Bars) 

Second 

pressure peak 

(Bars) 

Third pressure 

peak 

(Bars) 

Cavitation 

Yes/No 

0.181 

50 3.15 2.55 2.45 No 

40 4.1 3.85 3.8 No 

31 4.1 4.0 3.95 No 

0.273 

50 4.2 3.5 3.3 No 

40 5.55 9.4 5.25 Yes 

31 5.55 >30 18.5 Yes 

0.362 

50 5.1 4.1 3.8 No 

40 6.3 12.8 9.0 Yes 

31 6.3 >30 >30 Yes 

0.445 

50 6.0 4.8 4.4 No 

40 7.5 15 16.5 Yes 

31 7.5 >30 >30 Yes 

0.540 

50 7.2 6 5.1 No 

40 8 >30 >30 Yes 

31 8 >30 >30 Yes 

 
Fig. 4.5 Pressure variation at 20 m from the outlet (v= 0.273 m/s)  



85 
 

In order to reinforce the fact regarding the reduction in severity of pressure with the 

distance from the source, the curves of pressure variation at 20 m from the outlet of the pipe 

for the flow rate of 0.362 m/s are shown in Fig. 4.6. As in the previous case, the second pressure 

peaks in the pressure variation curve of sudden closure cases are higher in magnitude than the 

first water hammer pressure peak, indicating the presence of cavitation.  

 
Fig. 4.6 Pressure variation at 20 m from the outlet (v= 0.362 m/s) 

Here again, the severities of the events in case of 31 ms and 40 ms are almost equal 

though it is not so in case of pressure variation at the outlet, which indicates that the severe 

high-pressure wave does not travel towards upstream; rather it gets damped there itself. The 

generated cavitation pressure wave is of local nature, and it oscillates within short stretches. 

This fact was verified for all flow rates of experiments. Moreover, the local nature of 

occurrence of cavitation was verified by repeated trials and observations of each case. Very 

high frequency of pressure wave is observed in the case of cavitation compared to that of water 

hammer pressure wave. The water boundary/pipe boundary near the bubble collapse area might 

be acting as reflecting point and hence, the pressure waves oscillate with high frequency. The 

water hammer pressure arising out of the closure of valve acts uniformly across a cross section 

and gets moved upstream and downstream through the entire length of the pipe. Unlike the 

water hammer pressure, the pressure rise due to cavitation occurs due to the collapse of fine 

vapour bubbles created. A cross-section can contain many numbers of such bubbles and their 
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collapse. Hence the generated pressure as a result of the collapses can move not only in 

longitudinal direction but also along other directions due to the change in pressure across a 

cross section. Lind and Phillips (2012) reported that cusping and perturbation of bubbles occur 

very near to the boundary. Hence, the pressure variation across a cross section can create waves 

in all directions. Eventually, these multiple pressure waves may either impinge each other or 

with the boundary and create high-frequency waves. 

The results corresponding to all flow velocities for three different closure times have 

been prepared and presented in Table 4.2. The same pattern is repeated also for the remaining 

three velocities 0.362 m/s, 0.445 m/s and 0.54 m/s. From Table 4.2, it can be concluded that 

when the valve-closure time is sudden, the water hammer pressure is as per the Joukowsky 

equation and is not depended on the valve-closure time. However, the pressure increment due 

to cavitation is not the same for all the sudden valve-closure times for a given velocity, and the 

pressure due to cavitation increases drastically with the decrease in valve-closure time.  

The experimental results for the velocity 0.54 m/s for the two closure times 40ms and 

50 ms are given in Fig. 4.7. From Fig. 4.7, it is observed that the pressure rise as a result of 

cavitation increases considerably for 40 ms closure time. However, the cavitation is initiated 

for the case of initial velocity 0.54 m/s and closure time 50 ms, i.e., the pressure just approaches 

the vicinity of vapour pressure as indicated by the pressure variation curve (Fig.4.7 at time 

0.0875 s). This feature is also vivid from the feeble oscillations of the second peak of the 

pressure variation curve corresponding to closure time of 50 ms (unlike the other case with 

closure time 40 ms in which the high frequency and sharp peaks are present in Fig.4.7). The 

resulting vapour generation and the consequent pressure rise due to the vapour collapse seems 

to be negligible. Hence, the second pressure peak value is less than the first water hammer 

peak.  In order to have better insight into the flow phenomenon of cavitation, the ratios of flow 

velocity to closure time are tabulated in Table 4.3. The ratios give the deceleration, provided 

the closing is linear. 
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Fig. 4.7 Pressure variation at the outlet (v= 0.54 m/s)  

The Table 4.3 shows that for sudden valve-closure for which closure time t ≤ 2L

c
, the 

occurrence of cavitation is related to the flow velocity/ valve-closure time ratio (v/t). It can be 

concluded from the experimental results that, the cavitation occurred when the v/t ratio is 

greater than 6 for sudden closure condition. But for gradual closure condition, cavitation is not 

initiated when the v/t ratio less than 10. When it nears 10.8, cavitation is just initiated, but the 

resulting vapour generation and consequent pressure rise due to the vapour collapse is 

negligible. However, these facts and limits shall further be verified for other gradual closure 

conditions. 

Table 4.3 Flow velocity/valve-closure time ratio in m/s/s 

 Flow velocity 0.181 

m/s 

0.273 

m/s 

0.362 

m/s 

0.445 

m/s 

0.54 

m/s 
 

Closure time 

50 ms 3.62 5.46 7.24 8.90 10.80 Gradual 

40 ms 4.53 6.83 9.05 11.13 13.50 Sudden 

closure 31 ms 5.84 8.81 11.68 14.35 17.42 

  Cavitation  
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From the pressure at the outlet Vs time curve obtained for different experimental cases, 

an attempt is made to predict the occurrence of cavitation from the first pressure cycle itself. 

For that, the slopes of the recession phase of the first pressure cycle are calculated for all the 

flow rates and the closure times and given in Table 4.4. This slope is taken by selecting two 

salient points on the recession phase of the first pressure cycle with coordinates as (t1, p1) and 

(t2, p2) and the slope is calculated as
(𝑝1−𝑝2)

(𝑡2−𝑡1)
. 

Table 4.4 Slope of recession phase of first pressure cycle at the outlet (bars/s) 

Velocity 0.181 

m/s 

0.273 

m/s 

0.362 

m/s 

0.445 

m/s 

0.54 

m/s 

 

Closure time 
 

50 ms 52 98 143 182 227 
 

40 ms 200 353 400 500 444 
Cavitation 

31 ms 200 429 420 533 571 

  
Cavitation 

 

Table 4.4 shows the variation of slope of the recession phase of first water hammer 

pressure cycle for different valve-closure times and initial velocities. For all the cases without 

cavitation, the slope is less than 300 (slope expressed in bars/s). Similarly, the slope is higher 

than 300 for all the cases in which cavitation occur. A gap can be easily identified between the 

maximum value of slope without cavitation (227) and the lowest value of the slope with 

cavitation (353). Thus, it can be concluded that when the slope of the decreasing phase of the 

first water hammer pressure cycle is higher than a value of 200, the cavitation can occur and 

hence, safety measures are to be resorted for reducing the effect. Now the question comes what 

is the use of this information? The slope of water hammer can be measured only if the transient 

occurs, which in turn, results in the cavitation if the condition favours.  The solution to this 

quandary is the use of readily available simple 1-D numerical water hammer model which can 

easily be employed for the estimation of the water hammer cycle with great accuracy, thereby 

finding the slope of descending phase, and hence identifying the possibility of occurrence of 

the cavitation utilising the information mentioned above. It may be noted that the cavitation 

models are difficult to build and even if it is built, running of the model takes a lot of computer 

processing time. For capturing cavitation during the simulation of transient flow, very fine 

mesh and very small-time step are necessary even for 1-D model (Sumam et al., 2010). The 2-
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D and 3-D models are computationally more expensive. Hence, this suggested method gives 

an easy way to identify the chance of occurrence of cavitation. 

4.3. Effect of initial flow velocity on transient flow 

Experiments are conducted in MS pipe for five different initial flow velocities as given 

in Table 3.5. The figures Fig. 4.8 to 4.10 show the variation in pressure peak with the change 

in initial flow velocity while the closing time and the support conditions are kept constant. The 

variation of pressure for various flow velocities while keeping the closure time as 50 ms and 

the anchoring condition as two fixed anchors are shown in Fig. 4.8. It is vivid that the peak 

pressure increases with the increase in initial flow velocity whereas the period of pressure 

waves remains same in all cases. For the initial velocity of 0.54 m/s, the cavitation is initiated 

(Fig.4.8 at time 0.0875 s). Feeble oscillations in pressure curve (velocity 0.54 m/s) also indicate 

a weak cavitation, unlike the pressure variations corresponding to the other flow velocities (Fig. 

4.8). The resulting vapour generation and the consequent pressure rise due to vapour collapse 

seems to be negligible. Hence, the second pressure peak value is less than the first water 

hammer peak. 

 
Fig.4.8 Pressure variation at the outlet for 50 ms closure time (MS pipe) and for different 

velocities 

When the valve-closure time reduces to 40 ms, keeping all other variables constant, the 

pressure peak (as a result of water hammer) increases with the increase in the flow velocity as 

in the case of 50 ms closure time (Fig.4.9). No cavitation is present for the flow velocity 0.181 

m/s. Cavitation occurs for this valve-closure time when the initial flow velocity was changed 
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to 0.273 m/s. For understanding the trend properly, an enlarged view of the Fig. 4.9 is prepared 

for the first cavitation pressure region and given in Fig. 4.10. For the flow velocity of 0.181 

m/s, the water hammer pressure does not drop below vapour pressure and hence no cavitation 

occurs. But when the flow velocity increases to 0.273 m/s, the formation of vapour bubbles 

initiates at 0.07 s and the bubbles collapse at 0.1125 s and the peak pressure because of the 

bubble collapse is 9.4 bars. Similar trend is seen for all other flow velocities. The rise in the 

severity of cavitation with the increase in the initial flow velocity is vividly visible in Fig.4.10.  

 
Fig. 4.9 Pressure variation at the outlet for 40 ms closure time (MS pipe) and for different 

velocities 

 
Fig. 4.10 First cavitation pressure rise at outlet for 40 ms closure time- enlarged view 
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It can be concluded that when the initial flow velocity increases, the cavitation period 

and the corresponding cavitation pressure increases drastically.  

4.4. Effect of material properties on transient flow 

As the mechanical behaviour of the pipe material influence the flow characteristics, the 

present study also assesses the effect of material properties on transient flow. Three pipe 

materials viz., Mild Steel (MS), Unplasticized Poly Vinyl Chloride (UPVC) and High Density 

Poly-Ethylene (HDPE) were used for conducting a comparative study. Initial flow velocities 

for the comparative study were selected in such a manner that the transient event in that flow 

velocity under sudden closure condition did not cause cavitation. Moreover, these velocities 

were selected to have almost the same water hammer pressure. The flow velocities of 0.181 

m/s, 0.4 m/s and 0.6 m/s were used for MS, UPVC and HDPE respectively. In order to get rid 

of the variation in flow velocity and period of pressure wave, dimensionless charts were 

prepared by keeping the x axis as t/T (time/pressure wave period) and the y axis as the change 

in pressure divided by the pressure calculated from the Joukowsky formula (Fig. 4.11). 

 
Fig.4.11 Normalised pressure at the outlet for three materials with 2 anchors 

From Fig.4.11 it can be seen that WH pressure obtained from the experiment for the elastic 

material (MS) is the same as the pressure calculated by Joukowsky formula i.e. the ratio is 1.  

But, the water hammer pressures obtained from the experiment for both visco-elastic materials 

(UPVC and HDPE), are more than the pressures calculated by the Joukowsky formula i.e. the 

ratio obtained as 1.42 for UPVC and 1.34 for HDPE.  For further verification, these ratios were 
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computed for all the cases of UPVC and HDPE pipes (Table 4.5). These data indicate that the 

Joukowsky formula does not predict the water hammer pressure in visco-elastic pipes correctly.  

Table 4.5 Ratio of change in pressure to Joukowsky pressure (UPVC and HDPE pipes with 2 

anchor condition) 

Sl no Material Flow Velocity 

(m/s) 

Maximum water hammer 

pressure ΔP (Bars) 

Ratio 

(ΔP/ρcΔV) 

1 

UPVC  

(c = 430 m/s) 

0.4 2.44 1.42 

2 0.5 3.03 1.41 

3 0.6 3.45 1.34 

4 0.7 3.89 1.30 

5 0.8 4.45 1.30 

6 

HDPE  

(c = 315 m/s) 

0.6 2.52 1.34 

7 0.8 3.15 1.25 

8 1.0 3.65 1.16 

9 1.2 4.14 1.10 

From Table 4.5, it can be seen that the change in pressure obtained from the experiments for 

the UPVC pipe is much more than theoretical Joukowsky pressure for all the five flow rates 

(the ratio ≥ 1.3 with average value 1.36). The same is true for HDPE pipe also. However, the 

ratio decreases with increase in flow velocity. In any case, the ratio is greater than one. This 

finding has practical implication in the design as the Joukowsky formula is generally used for 

estimating water hammer pressure in the design calculations. Hence, proper modification has 

to be carried out in the pressure obtained by the Joukowsky formula while estimating the water 

hammer pressure for viscoelastic pipes (UPVC and HDPE).  

It is interesting to note that the damping characteristics of the pressure wave for the three 

materials are different. To have better insight, normalised pressure plots are prepared for each 

material (Fig. 4.12, 4.13 and 4.14). The damping of pressure wave is different for the three 

materials under consideration.  
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Fig.4.12 Normalised pressure at outlet (MS pipe) 

Fig. 4.12 shows the damping of pressure wave (represented by the dotted line connecting the 

peaks) for MS pipe, with a flow velocity of 0.181 m/s. The damping is 18.2 % in 10 cycles.  

 
 Fig.4.13 Normalised pressure at the outlet (UPVC pipe) for different velocities 

Fig. 4.13 shows the normalised variation of pressure wave for UPVC pipe (under three 

velocities). Here the damping is 44.8 % in 10 cycles.  
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 Fig.4.14 Normalised pressure at the outlet (HDPE pipe) for different velocities 

Fig. 4.14 shows the normalised variation of pressure wave for HDPE pipe (under three 

velocities). In contrast with the other cases, the damping is 75 % in 10 cycles. It can be 

concluded that pressure wave damping is maximum in HDPE pipes and hence, pressure 

fluctuations are less dangerous for HDPE pipes. Therefore, HDPE pipes are recommended for 

water transmission lines where the adverse effects of sudden change in operating conditions 

are frequent. 

4.5. Effect of Anchors on transient flow 

  Anchors are provided for any piping system to hold the pipes properly in position, to 

reduce the vibration of the pipes, and to give rigidity to the entire piping system. Anchors are 

normally fixed or restrained in particular direction. The anchors provided in the study were 

fixed which restricted the motion/deformations of pipe in all directions at these positions. The 

experiments were conducted to study the effect of such supports on the flow characteristics of 

the piping system by varying the number of fixed anchors attached to the system. This was 

repeated for three different materials of the pipes, viz., MS, UPVC and HDPE pipes. 

4.5.1. Effect of anchors in MS pipes 

As explained in the methodology, the experiments were conducted on MS pipe 

installation with four different anchoring conditions, viz., no anchors, two fixed anchors (at 
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two ends), three fixed anchors (at two ends and centre), and five fixed anchors (at ends, centre, 

one-fourth and three-fourth lengths). The pressure was measured at the outlet and 20 m from 

the outlet. For assessing the effect of anchoring conditions on transient flow characteristics, the 

pressure variation curves are plotted at the outlet and 20 m from the outlet, for different 

anchoring conditions in a single plot, keeping all other variables such as closure time, flow 

velocity and material proprty as constant. 

4.5.1.1. Gradual Valve-closure   

By taking the valve-closure time as 50ms, the pressure variation with time was 

compared for all the four anchoring conditions mentioned in the experimental setup (i.e. no 

anchor, two anchors, three anchors and five anchors) and for all the five velocities (cases as 

given in the Table 3.5). The pressure curves were drawn at the position of two transducers 

attached to the pipe (i.e., at the outlet and 20 m from the outlet). The pressure variation at the 

outlet was the same for all the four anchoring conditions and all the five velocities adopted in 

the study under gradual closure condition. A typical figure is given in Fig. 4.15 which shows 

the pressure variation at the outlet corresponding to a flow velocity of 0.445 m/s. 

 
Fig. 4.15 Effect of anchors on the pressure at the outlet for a velocity of 0.445 m/s and 

closure time 50 ms  

Pressure variation recorded by the transducer attached at 20 m from the outlet also gives similar 

results (Fig.4.16), for all the five flow velocities. 
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Fig. 4.16 Effect of anchors on the pressure at 20 m from the outlet (velocity of 0.445 m/s and  

closure time of 50 ms) 

From Fig. 4.15 and 4.16, it can be found that the water hammer pressure for MS pipe is 

independent of number of fixed anchors attached to the system when closure time comes under 

the category of gradual condition. 

4.5.1.2. Sudden Valve-closure   

The next closure time adopted for the study is 40 ms which comes under the category 

of sudden closure. For this closure time, the pressure variation at the outlet and also at 20 m 

from the outlet were analysed for the different anchoring conditions mentioned earlier and for 

all the five velocities. Fig.4.17 shows the pressure variation at the outlet for a velocity of 0.181 

m/s and for the four anchoring conditions. Fig. 4.17 confirms the fact that the increase in 

number of fixed anchors does not change the water hammer pressure even for sudden valve-

closure. Similar results are available at 20 m from the outlet.   

 
Fig. 4.17 Effect of anchors on pressure variation at the outlet for a velocity of 0.181 m/s and 

closure time 40 ms 
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The Fig.4.17 shows similar behaviour as Fig 4.15 and 4.16. The water hammer pressure 

and the period of pressure wave are the same for all the four anchoring conditions. The pressure 

peaks agree well with the respective pressure rise calculated by the Jowkousky equation for the 

sudden closure of the valve (calculated as 4.2 bars). For the same valve-closure time, when the 

velocity increases to 0.273 m/s, the pattern of pressure variation unexpectedly changes. The 

water hammer pressure peak (5.55 bars) is precisely the same for all the four anchoring 

conditions and also equal to the pressure calculated by the Jowkousky equation. The pressure 

variation at the outlet corresponding to a velocity of 0.273 m/s and the valve-closure time of 

40 ms is given in Fig. 4.18. 

 
Fig.4.18 Effect of anchors on pressure variation at the outlet for a velocity of 0.273 m/s and 

closure time of 40 ms 

Fig. 4.18 shows the increase in cavitation pressure when the number of anchors increases. The 

cavitation initiated at 0.075s for all the four anchoring conditions and continues up to 0.1065s 

in the case of no anchor. The Bubbles collapse at 0.1065s for zero anchor condition and 

maximum pressure rise due to bubble collapse is 7.5 bars. For the two anchors condition, the 

cavitation pressure is 9.4 bars. For the three anchor and the five anchor conditions, the 

cavitation pressures are 11 bars and 14 bars respectively. The cavitation periods are almost 

same in all the four cases and the pressure rise during cavitation increases with the increase in 

the number of fixed anchors attached to the system (Table 4.6). 

The results (Fig.4.18) reveal that the increase in the number of anchors makes the pipe 

more rigid, which does not change the water hammer pressure peak, but creates more adverse 

effect during cavitation. This performance is again checked for other higher flow velocities 
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without changing the closure time. Fig. 4.19 shows the pressure variation at the outlet for a 

flow velocity of 0.362 m/s with a closure time of 40 ms. 

 
Fig. 4.19 Effect of anchors on pressure at the outlet (MS pipe) for a velocity of 0.362 m/s and 

closure time 40ms 

It is found that the pressure curves have same pattern in both Fig.4.18 and 4.19. In both 

the cases, the pressure peaks as a result of water hammer do not vary with the increase in 

number of fixed anchors. This behaviour reinforces the fact stated in the previous section that 

the water hammer pressure is not affected by the change in the number of anchors. However, 

the second peak because of cavitation considerably changes with the increase in number of 

anchors. The pressure variation for all the three velocities (for which cavitation occurred) with 

four different anchoring conditions at 40 ms closure time are tabulated and presented in Table 

4.6.   

From Table 4.6, it is clear that for sudden valve-closure condition also, the number of 

anchors does not have any influence on the peak of water hammer pressure. However, the 

severity of cavitation and the pressure as a result of cavitation change radically with the 

increase in number of anchors. It may be noted that all the other factors, say the velocity and 

closing time were kept as same for each lot of experiments. Hence, the indicated change in the 

severity of cavitation is purely consequent to the change in the number of anchors. The reason 

behind this behaviour has to be analysed further. 
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Table 4.6 Effect of anchors on the variation of pressure for sudden closure (40 ms) 

Velocity 

(m/s) 

Anchoring 

condition 

Water 

Hammer 

Pressure 

(Bars) 

The period 

during which 

Cavitation 

occurs (s) 

Cavitation 

duration 

(s) 

Cavitation 

Pressure 

second peak 

(Bars) 

0.273 

No anchor 5.55 0.075 - .107 0.032 7.5 

Two anchor 5.55 0.075-0.112 0.037 9.4 

Three anchor 5.55 0.075-0.112 0.037 11 

Five anchor 5.55 0.075-0.112 0.037 14 

0.362 

No anchor 6.3 0.07-0.116 0.046 8.5 

Two anchor 6.3 0.07-0.116 0.046 12.8 

Three anchor 6.3 0.07-0.117 0.047 16 

Five anchor 6.3 0.075-0.117 0.047 20 

0.445 

No anchor 7.5 0.065-0.126 0.061 9.5 

Two anchor 7.5 0.065-0.126 0.061 15 

Three anchor 7.5 0.065-0.128 0.063 23 

Five anchor 7.5 0.065-.128 0.063 >30 

The pressure variation recorded at the second transducer attached at 20 m from the 

outlet was also studied and the pressure variation was plotted for all the four anchoring 

conditions with the corresponding flow velocities. The pressure variations at 20 m from the 

outlet for all the four anchoring conditions do not vary much. Although this characteristic is 

contradictory to the results of pressure variation at the outlet, it is very much in line with the 

discussion had in previous section regarding the high frequency and the local reflection of the 

cavitation waves. A typical pressure variation curve is given in Fig. 4.20 which is for a flow 

velocity of 0.362 m/s and for the closure time of 40 ms. 
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Fig. 4.20 Effect of anchors on the pressure variation at 20 m from the outlet (velocity 0.362 

m/s and closure time 40 ms) 

By analysing the pressure variation at the outlet and at 20 m from the outlet, for different 

flow velocities under sudden valve-closure condition, it can be concluded that the peak of water 

hammer pressure is unaltered by the presence of more number of fixed anchors. But the 

occurrence of cavitation and the cavitation pressure induced by bubble collapse are highly 

influenced by the number of anchors attached to the system. As the piping system becomes 

more rigid by the presence of a greater number of fixed anchors the cavitation pressure 

increases extensively. However, this adverse effect of cavitation is significant only at the outlet, 

where the transient event is initiated. This phenomenon reinforces the fact that the occurrence 

of cavitation and the pressure rise resulted by vapour collapse are local and hence its effect is 

not transmitted towards the other end. As it moves away from the location of occurrence (of 

cavitation), the adverse effect of cavitation goes on decreasing which is evident from the 

measurements obtained from the transducer kept at 20 m from the outlet (Fig 4.20). 

4.5.2. Effect of anchors-UPVC pipes 

As explained in the experimental setup, the experiments were conducted in UPVC pipe 

installation, for different flow velocities (Table 3.5) and the results are tabulated (Table 4.7) 

and plotted. The results were analysed for studying the effect of different anchoring conditions, 

and curves are prepared accordingly. Experiments were conducted with the four different 

anchoring conditions as explained in the experimental setup (section 3.5.5). The variation of 

water hammer pressure at the outlet is plotted in Fig. 4.21 for the closure time of 40 ms,  and  

the flow velocity as 0.4 m/s. From Fig. 4.21, it is clear that the water hammer pressure is 
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independent of the number of fixed anchors attached to the system even in the case of UPVC 

pipe. 

 
Fig. 4.21 Effect of anchors on the pressure variation at the outlet for a velocity of 0.4 m/s and 

closure time 40 ms (UPVC pipe) 

The pressure variations at the outlet for all the four anchoring conditions and with a flow 

velocity of 0.6 m/s are included as Fig. 4.22. From Fig. 4.22 it can be inferred that the water 

hammer pressure is independent of the number of fixed anchors attached to the system, whereas 

the occurrence of cavitation and cavitation pressure depend on the number of fixed anchors 

attached to the system. Hence, these characteristics reinforce the fact that the number of anchors 

and hence, the rigidity of the piping system influences the severity of cavitation in the system.  

 
Fig. 4.22 Effect of anchors on the pressure variation at the outlet for a velocity of 0.6 m/s and 

closure time 40 ms (UPVC pipe) 
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Table 4.7 tabulates all the water hammer and cavitation pressure values of UPVC pipes with 

four different anchoring conditions. It can be noted from the table that as the rigidity of the 

piping system increases (by increasing the number of fixed anchors attached to the system), 

the water hammer pressure remains unaltered while the cavitation pressure goes on increasing 

with the increase in the number of fixed anchors. From Table 4.7, it can also be seen that the 

third pressure peak is more than the second peak in all the cases of UPVC pipes. But the 

identification of the reason behind this abnormal behaviour needs further investigation. 

Table 4.7 Pressure at outlet for UPVC pipe 

Velocity 

(m/s) 

Anchoring 

condition 

Water Hammer 

Pressure (first 

peak) (Bars) 

Cavitation 

Pressure second 

peak (Bars) 

Cavitation 

Pressure third 

peak (Bars) 

0.5 

No anchor 4.5 3.8 4.5 

Two anchor 4.5 4 4.8 

Three anchor 4.5 13 15 

Five anchor 4.5 18 21.5 

0.6 

No anchor 5.0 5.0 11 

Two anchor 5.0 5.0 15 

Three anchor 5.0 12.5 16.5 

Five anchor 5.0 13 19 

0.7 

No anchor 5.5 5.0 15.0 

Two anchor 5.5 14 22 

Three anchor 5.5 >30 >30 

Five anchor 5.5 >30 >30 

0.8 

No anchor 6.0 14 22 

Two anchor 6.0 >30 >30 

Three anchor 6.0 >30 >30 

Five anchor 6.0 >30 >30 
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4.5.3. Effect of anchors-HDPE pipes 

In a similar way, experiments were conducted in the HDPE pipe installation for 

different flow velocities, and the results are tabulated and plotted. Experiments were conducted 

for the three different anchoring conditions as explained in experimental setup (Table 3.5) i.e. 

two anchors, three anchors and five anchors. The variation of water hammer pressure for a  

flow velocity of  0.6 m/s with respect to time  was plotted at the outlet and  is given in Fig. 

4.23. The figure indicates that the water hammer pressure is independent of the number of 

anchors attached to the system also in the case of  HDPE pipe. 

 

Fig. 4.23 Effect of anchors on the pressure variation at the outlet for a velocity of 0.6 m/s 

(HDPE pipe) 

The pressure variation at the outlet for another flow velocity of 1.2 m/s is included as 

Fig. 4.24. From Fig. 4.24 it can be concluded that the water hammer pressure is independent 

of the number of fixed anchors attached to the system, whereas the occurrence of cavitation 

and the pressure peaks consequent to cavitation depend on the number of fixed anchors 

attached to the system. The behaviour of HDPE pipe is similar as in the case of other two 

materials included in the experimental investigation. As these characteristics prevail for all the 

three types of material tested and all the trails with various velocities, it can be categorically 

stated that the characteristics of cavitation in a piping system is very much influenced by the 

rigidity of the piping system.  Presence of a greater number of fixed anchors to the system 

results in reduction of unsupported length and the effective length of the piping system; and 

makes the system more rigid. This can be the reason for the increase in the cavitation pressure 

in the system during transient flow. Now, why does the number of anchors affect only the 

pressure because of cavitation, but not the pressure due to water hammer? The answer to the 
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question lies with the different nature of the water hammer pressure and the pressure due to 

cavitation. Water hammer pressure has fixed frequency depending on the length and the 

velocity of sound in water whereas the cavitation pressure has variable high frequency, 

resulting from the local nature of reflection as explained in earlier section (section 4.2).  The 

cavitation pressure wave is of local nature, and it oscillates within small stretches. Very high 

frequency of pressure wave is observed in the case of cavitation compared to that of water 

hammer pressure wave. The water boundary/pipe boundary near bubble collapse area might be 

acting as reflection points and hence, the pressure waves oscillate with high frequency. When 

the rigidity of the pipe wall increases (by providing greater number of fixed anchors), the 

boundary on which the pressure wave reflects becomes more rigid and absorbs only less energy 

or undergoes less deformation during the impact of pressure wave. This nature leads to increase 

in the cavitation frequency and the cavitation pressure with the increase in the number of fixed 

anchors attached to the system. 

Table 4.8 tabulates all the water hammer and the cavitation pressure values of HDPE 

pipes with the three different anchoring conditions. It can be noted from the table that as the 

rigidity of the piping system increases (by increasing the number of fixed anchors attached to 

the system), the water hammer pressure remains unaltered while the cavitation pressure goes 

on increasing with the number of fixed anchors. 

 

Fig. 4.24 Effect of anchors on the pressure variation at the outlet for a velocity of 1.2 m/s 

(HDPE pipe) 
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Table 4.8 Pressure at outlet for HDPE pipe 

Velocity 

(m/s) 

Anchoring 

condition 

Water Hammer 

Pressure 

(Bars) 

Cavitation/ 

second Pressure peak 

(Bars) 

0.6 

Two anchor 3.9 3.3 

Three anchor 3.9 3.3 

Five anchor 3.9 3.3 

0.8 

Two anchor 4.5 4.0 

Three anchor 4.5 4.0 

Five anchor 4.5 4.0 

1.0 

Two anchor 5.2 4.0 

Three anchor 5.2 5.8 

Five anchor 5.2 6.3 

1.2 

Two anchor 6.0 4.5 

Three anchor 6.0 6.7 

Five anchor 6.0 9.5 

Hence it can be concluded that, for all the three materials included in the present 

experimental study, the water hammer pressure remains unaltered by the increase in the number 

of fixed anchors attached to the piping system. But the cavitation pressure increases with the 

increase in the number of fixed anchors attached to the piping system. 

4.6. Pipe Acceleration  

Along with the measurement of fluid pressure, the accelerations in y and z directions 

of the MS pipe were also measured during the experimental study. The variation of acceleration 

with time was recorded at the centre of span in two-anchor condition and at the quarter span in 

three-anchor condition. The variation of acceleration with time is plotted for two-anchor and 

three-anchor conditions.  



106 
 

4.6.1. Two-anchor condition 

During the experiment, acceleration was measured at the centre of the pipe for two 

anchor condition and for all the flow velocities. Fig. 4.25 shows the acceleration in y direction 

for the flow velocity of 0.181 m/s. 

 
Fig. 4.25 Acceleration in y direction at the centre of pipe – velocity 0.181m/s 

The x axis represents time in seconds; and y axis represents acceleration in terms of 

acceleration due to gravity ‘g’. For 0.181 m/s velocity, the maximum acceleration in y direction 

at the centre of the pipe was only 0.46g, which is 4.5 m/s2. The acceleration time curve 

corresponding to the initial velocity 0.181 m/s has two main zones. The first zone was 

developed during the sudden closure of the QAV and was critical. The acceleration in this zone 

corresponds to the water hammer pressure and it exists only for a small duration. The zone 2 

of acceleration corresponds to the damping zone, and finally, the acceleration approaches zero.  

When the velocity was increased to 0.273 m/s, the pattern of acceleration also changed 

as a result of the occurrence of cavitation, as given in Fig. 4.26. The acceleration-time curve 

corresponding to 0.273 m/s has three zones. The first zone is similar to that of 0.181 m/s 

velocity. But, the magnitude of acceleration is 6.5g which is much higher than the acceleration 

corresponding to the velocity 0.181 m/s. The increase in velocity is only 50 %, but the 

equivalent increase in acceleration is about 13 times (1300%) the previous acceleration due to 

water hammer for the velocity of 0.181 m/s. Fig. 4.26 indicates an additional   zone, which is 

related to the pressure rise due to cavitation. The magnitude of that acceleration corresponding 

to cavitation pressure is 19g, which is 192 % more than the acceleration due to the water 
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hammer. The increase in pressure because of cavitation is only 55% more than the water 

hammer pressure for the same velocity 0.273 m/s (Table 4.9). 

 
Fig. 4.26 Acceleration in y direction at the centre of pipe – velocity 0.273m/s 

In brief, for the flow velocity of 0.273 m/s, the maximum acceleration due to water hammer is 

around 6.5g which significantly increases to 19g when vapour bubble collapse (cavitation). 

After that, the acceleration gradually reduces and approaches zero in zone 3 (Fig.4.26).  

The acceleration in z direction also shows the same pattern with three zones (Fig. 4.27). 

For the first zone, the magnitude of acceleration is only 2 g (for velocity 0.273 m/s) which is 

less than the acceleration in y direction (6.5 g). For the second zone, the acceleration is 8 g 

which is also less than the respective acceleration in the y direction (19 g). Similar pattern is 

observed for the other flow velocities (Table 4.9). 

 
Fig. 4.27 Acceleration time graph in z direction, flow velocity 0.273 m/s 
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Table 4.9 Pressure and Acceleration at the centre of pipe with 2 anchors 

Velocity 

m/s 

WH 

pressure 

(Bars) 

Cavitation 

pressure 

(Bars) 

% Increase 

in pressure 

due to 

cavitation 

Acceleration 

Zone 1 (g) 

Accelerati

on Zone 2 

(g) 

% Increase in 

acceleration 

due to 

cavitation 

0.181 4.1 - - 0.5 - - 

0.273 5.5 8.5 54.55 6.5 19 192.3 

0.362 6.5 12 84.62 20 45 125.0 

From Table 4.9 it is observed that drastic increase in acceleration and vibration is 

observed at the centre of pipe with increase in flow velocity when the number of anchors is 

limited to two.  

4.6.2. Three anchor condition 

In two anchor condition, the acceleration was maximum at centre. But for three anchor 

and five anchor conditions, a fixed anchort is introduced at this position of maximum 

acceleration. As a result, the acceleration is reduced to zero at that position. Hence, the 

acceleration was measured in the pipe with three anchors at 7.5 m from both upstream and 

downstream ends. The acceleration at 7.5 m from the outlet for the flow velocity 0.273 m/s is 

given in Fig. 4.28. 

 
Fig. 4.28 Acceleration in y direction at 7.5 m from outlet – velocity 0.273 m/s 
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In Fig. 4.28 also, three zones corresponding to the water hammer, the cavitation and the 

damping states are visible, but the magnitude reduced to a great extent. Acceleration 

corresponding to the water hammer is 0.5 g and that corresponding to the cavitation is 0.7 g. 

Thus, it can be concluded that the introduction of more anchors reduces the lateral accelerations 

and consequent vibration considerably in any piping system. 

Vibration of a piping system during a transient flow is a dangerous condition in most 

of the circumstances, especially in chemical industries, hydro power plants, and nuclear power 

plants. Vibration sometimes damages the equipment attached to the piping system, particularly 

measuring equipment. Vibration is also disastrous to the bends and joints in any piping system. 

This vibration can be controlled to a certain extent by providing a greater number of anchors 

to make the system rigid. But, the experiments conducted by increasing the number of fixed 

anchors reveal that it has adverse effect on the flow characteristics, viz., the chance of 

occurrence of cavitation and the consequent increase in the pressure. For industries where 

vibration has to be limited, anchors can be provided closely, by taking precautionary measures 

to avoid the failure as a result of excess pressure due to cavitation. Hence, the spacing of 

anchors in a piping system should be decided by balancing the vibration of piping system and 

the pressure as a result of cavitation, according to the type and requirement of the piping 

system. 

4.7 Summary 

 The influence of various parameters on the characteristics of transient cavitating flow 

was studied by using experimental observations. From the study, it has been found that all the 

four parameters considered in the study viz., valve-closure time, initial flow velocity, material 

property and number of fixed anchors, significantly affect the transient flow characteristics. It 

is also found that the water hammer pressure is less affected by the change in the above 

parameters, but the occurrence of cavitation and the cavitation pressure are greatly influenced 

by these parameters.  
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CHAPTER 5 

RESULTS AND DISCUSSIONS 

NUMERICAL INVESTIGATION 

5.1. General 

Previous studies on transient flow reveal the fact that one-dimensional classical water 

hammer equations predict the first pressure rise accurately, but fail to model the damping 

effect of pressure waves. The interaction between pipe material and fluid is a physical 

phenomenon which does not have full representation in the classical water hammer theory. 

This lack of representation of fluid-structure interaction in the classical water hammer theory 

could be one of the possible reasons for having the deviation in the damping of pressure 

wave. In FSI, there is an interface which is common for both fluid and solid domain. Fluid 

governing equations and solid governing equations must be satisfied at this interface. 

Similarly, the fluid and the solid boundary conditions must also be satisfied at this interface. 

A set of coupling conditions, which initiates the transfer of data between the fluid and solid 

domains, accomplishes this compatibility. The present study aims to estimate the effect of 

FSI on the damping of pressure wave during a transient event, by considering three-

dimensional governing equations for both the fluid and the solid. The study aims to customise 

a 3-D model considering the effect of the axial, flexural, rotational, radial and torsion actions 

in the model, with proper interaction between the equations, at all nodes, at every time step. 

As explained in sections 3.3 and 3.4 the CFD software, the ANSYS Fluent was used for the 

fluid equations, the ANSYS Structural for the structural equations, and the system coupling 

by the ALE method, for the interaction between fluid and structural modules. In addition, it is 

proposed to assess the effect of fixed supports on the transient flow characteristics. The 

structural response and the dynamic behaviour of the piping system were also monitored as 

the part of this study. The study also addresses the numerical modelling of two-dimensional 

transient cavitation flow by using the ANSYS Fluent. 

5.2. Investigation on Water Hammer with FSI - Case1 

The experimental results from Mitosek and Szymkiewicz (2012) were initially used 

for the numerical simulation. For steady flow condition, the water was considered as 
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incompressible with a density of 998.2 kg/m3, a viscosity of 0.001003 kg/msand a reference 

temperature of 298 K.  For the simulation of transient flow, the fluid (water) was considered 

as compressible in the modelling of transient flow.   

A pressure wave velocity of 1245 m/s was used as in the reference (Mitosek and 

Szymkiewicz, 2012).  The pipe material was mild steel and was with a density of 7850 kg/m3, 

a modulus of elasticity of 200 GPa, a Poisson’s ratio of 0.3 and a roughness height of 0.0008. 

The Inlet and outlet boundaries were given as pressure inlet and mass flow outlet respectively 

(Fig.5.1). A constant pressure of 51 m was applied at the inlet boundary. The closure time of 

the valve was 0.021 s (Mitosek and Szymkiewicz, 2012). The piping system was anchored at 

every 2 m and hence, the external boundary conditions of the piping system were assigned as 

the fixed supports at 2 m interval as indicated in Fig.5.1 (Mitosek and Szymkiewicz, 2012). 

The Fig.5.1 also shows the upstream and downstream boundary conditions for the fluid flow. 

 

Fig.5.1 Boundary conditions of the experimental set up A (case (1)) 

In a numerical modelling, the discretisation of the flow domain plays a major role, 

especially in the modelling of FSI where meshing of the interface is critical. In order to 

ensure the quality of results, a grid independence study of the model was carried out by 

considering four different element sizes. Hexahedron elements were used for meshing the 

fluid. Table 5.1 gives the details of the four different meshes with the maximum element size 

in the longitudinal direction viz., 5 mm, 10 mm, 22.5 mm and 50 mm. As the element size 

increases, orthogonal quality and skewness do not change within the element sizes under 

consideration.  
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However, the aspect ratio increases and exceeds the maximum value of 10 in case of 50 mm 

element size. The computed pressure at the outlet for all the four cases are given in Fig. 5.2. 

 Table 5.1 Details of grid independence study conducted for Case 1 

Maximum element size in 

longitudinal direction 
5 mm 10 mm 22.5 mm 50 mm 

Number of Nodes 17,85,724 8,92,924 3,96,924 1,78,684 

Number of Elements 16,27,200 8,13,600 3,61,600 1,62,720 

Aspect Ratio 2.68 6.49 9.98 23.43 

Orthogonal Quality 0.991 0.991 0.991 0.991 

Skewness 0.1459 0.1459 0.1459 0.1459 

 

 

Fig.5.2 Pressure at the outlet - Grid independence study 

 It shows that there is absolutely no difference in all the results, except a slight 

variation in the case of element size 50 mm as a result of the aspect ratio deviation from the 

desired value. Hence, for all the subsequent trials, an element size of 22.5 mm is used (Fig. 

5.3) in the longitudinal direction.  

The laminar sublayer thickness for this case was worked out to be 0.5 mm. Hence, an 

element size of 0.5 mm was initially used near the boundary and larger size for the remaining 

portion, such that the boundary layer thickness is almost equal to the element size used. 

However, this created exorbitantly large number of elements and an exponential increase in 
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the computation time. Hence,  double the size (1 mm) is used near the surface  such that the 

centre of the control volume of the element is near the thickness of laminar layer. Both the 

trials (element size 0.5 mm and 1 mm) gave the same results with reference to the first 

pressure cycle of the pressure wave indicating that the increase in the element size from 0.5 

mm to 1 mm near the boundary did not compromise the accuracy of computation, but 

complement reduction in computation time. Moreover, no separation is expected near the 

boundary. Hence in all subsequent trials, element size of 1 mm was used near the boundary 

and was increased gradually in the rest of the fluid domain. The mesh refinement in 

accordance with the ratios specified by Martins et al. (2014, 2016) were almost impossible as 

result of the huge computational time required for running the 3-D-CFD-FSI model. 

Moreover, as indicated earlier, those ratios have limited application in this case. Nonetheless, 

the present study explores the capability of 3-D-CFD-FSI model by using practically possible 

mesh sizes. It may be noted that the computed pressure curves exactly follow the measured 

one through the first cycle of pressure wave (as subsequently shown), which indicate that the 

flow characteristics were reasonably captured by the current mesh sizes.  

 

Fig.5.3 Mesh of fluid model (Case 1)  

Further, to verify the other characteristics of the flow, the pressure variation and the 

velocity profiles at the mid-section and at salient instances were plotted as in Fig.5.4 and 5.5.  

It can be seen that the profile at 0.0273 s (0.118T) (Fig.5.5(a)) has a fully developed steady 

state velocity profile and it corresponds to an instant just before the pressure wave reaches the 

mid-section.  Fig.5.5(b) and (c) indicate the velocity profiles with a small positive average 

velocity (0.06 m/s) and a small negative average velocity (0.02 m/s) respectively. The 
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profiles indicate a steep gradient of negative velocity close to the wall, confirming the 

presence of an inverse flux.  Although the average flow velocities of these profiles are close 

to zero, there exist flows in both directions, bringing the average velocity near zero. It is also 

verified that the core of the velocity profile maintains the same shape as that of the steady 

state velocity profile. Then, the velocity enters a complete negative stage, still keeping the 

original shape of the profile (Fig.5.5(d) and (e)). The velocity profile 5.5(g) is different from 

the profile 5.5(a), despite representing almost similar points in the consecutive cycles of the 

wave. It is in line with the observation made by Martins et al. (2016). Hence, the current level 

of discretisation was adequate to represent the flow characteristics reasonably, considering 

the exponential growth of computation time with decrease in the size of element. Hence, the 

reliability of the model is established. 

 

Fig. 5.4 Pressure variation at mid-section (case 1) 
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Fig.5 .5 Velocity profiles at midsection (Case 1) 
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Monajitha et al. (2014) conducted a transient flow analysis for the data from the same 

experiment setup A by using the classical water hammer theory. The authors of that paper 

showed that the pressure variation results from the one-dimensional classical water hammer 

model, deviated from the experimental results, especially in the latter part of the pressure 

variation even though the model predicted the first water hammer peak correctly. Hence, the 

current study simulated the flow in the experimental setup A, by using a 3-D-CFD model to 

verify whether the deviation exists because of the approximation of 1-D model against 3-D 

model. The model used the same upstream and downstream boundary conditions for the fluid 

as given in experimental setup A and assigned the pipe as wall boundary to verify whether a 

3-D-CFD model (without FSI) can predict the flow characteristics correctly. The pressure 

variation at the outlet was compared with the corresponding experimental results available 

from Mitosek and Szymkiewicz (2012) (Fig.5.6). 

 

Fig.5.6 Comparison of pressure at outlet-without FSI (Case 1) 

Fig 5.6 reveals that the first pressure peaks from the 1-D and 3-D simulation closely 

match with the experimental results. However, the computed pressure fluctuations do not 

damp very fast unlike that from the experiments, indicating that the damping rate of pressure 

wave in the experiment (actual) does not match with that from the 3-D-CFD simulation. The 

pressure variation of the 3-D-CFD simulation is the same as that of 1-D transient analysis, 

despite the increase in the complexity of the model. Hence the current study infers that the 3-

D-CFD model of the flow situation, despite the increase in the complexity, cannot improve 

the performance appreciably. 
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Monajitha et al. (2014) minimised the above deviation in the pressure fluctuations for 

the same data set, by introducing a variable celerity to the continuity equation and a diffusive 

term to the momentum equation. The authors of that article reported that the additions to the 

continuity and momentum equations (1-D) could model the damping of pressure waves to 

some reasonable level of accuracy. But, the 3-D-CFD model could not. However, these 

numerical modifications are necessary, may be because of the lack of representation of the 

actual physical phenomena. Mohan (2016) attempted to model the transient flow 

incorporating FSI. Normally, a 1-D model is sufficient to predict the first pressure peak 

accurately (Chaudhry, 1979; Chaudhry and Hussaini, 1985; Hadj and Lili, 2000; 

Greyvenstein, 2002; Mitosek and Szymkiewicz, 2012; Amara et al., 2013; Shimada and 

Vardy, 2013; Seck et al., 2017; Martins et al., 2017)). But, the results of Mohan (2016) 

indicated that the first pressure peak did not match correctly, rather the first pressure peak 

was overestimated and shape of the first pressure peak distorted. Hence, the model by Mohan 

(2016) could not capture the basic characteristics; viz., the first peak in water hammer and its 

shape, and structural responses like support reaction and deformations, the reliability of the 

model was at stake. However, the model indicated a direction towards the damping of 

pressure wave. Hence, it is appropriate to study the effect of FSI on the damping of pressure 

wave along with its ability to predict the characteristics of the flow and structure, viz., the 

first peak of water hammer pressure, the shape of water hammer pressure, the velocity 

profiles, support reactions and deformation of the structure such that reliability of model is 

well established. Hence, the present model accounts for the proper interaction between the 

fluid and the structure. 

The same flow problem was simulated by considering the FSI with the help of the 

ANSYS Fluent, the Transient structural, and the system coupling with the same initial 

condition, boundary conditions and support conditions, except for the wall boundary 

condition. The wall boundary condition became an internal boundary condition which was 

dynamic, in the sense that the external boundary of the fluid domain moved with the 

deformed internal boundary of the pipe. The  mesh was generated just like the one for 

modelling the transient flow without FSI, i.e., two layers, one with the fine mesh near the 

boundary and the coarser mesh for the internal fluid domain. As indicated earlier, the study 

used a 3-D twenty node hexahedron element for modelling the pipe element and hexahedron 

element for modelling the fluid. The pipe structure was divided into 76,800 elements with a 

maximum element size of 22.5 mm in the longitudinal direction (Fig. 5.7).  
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Fig. 5.7 Mesh of pipe model (case 1) 

The model set the support conditions of the pipe according to the anchoring conditions (fixed 

support at every 2 m) in the experimental setup A (Fig.5.1). There are many mechanisms 

which can be used for providing supports. Feeny et al. (1998) carried out a detailed historical 

overview of structural and mechanical systems. Ferras et al. (2017) used the Coulomb’s dry 

friction theory for modelling the friction between anchor block and its base.  However, the 

supports that were used by Mitosek and Szymkiewicz, (2012) were fixed supports at every 2 

m and hence, the dry friction has limited role to play. Therefore, the fixed supports were 

created by arresting all the deformations of all the nodes along the circumference of pipe at 

the support.  

 The change in the boundary condition owing to FSI was incorporated, by a dynamic 

mesh option available in Fluent. The model used the dynamic mesh zones as stationary for 

the inlet and the outlet; deformable for the fluid and system coupling for the solid-fluid 

interface. The model coupled the Fluid Flow (Fluent) and the Transient Structural by using 

System Coupling in ANSYS Workbench, to incorporate FSI in the analysis. The standard 

wall shear function is used in the model. The coupling has been carried out by synchronising 

each node at the inner surface of the pipe with the respective node of the outer surface of the 

fluid. i.e., each node in the FEM mesh at the interface had respective node at the interface in 

FVM. The pressure and shear exerted by the fluid on the face of an element at the interface in 

FEM generates a deformation and the connected nodes have a nodal displacement. These 

nodal displacements are transferred to the nodes of the fluid. Hence, the boundary of the fluid 

domain changes. This is accomplished by the dynamic mesh option in the software. When 

such a boundary movement occurs, there will be associated forces and stresses created at the 

boundary. The current study tests the postulate that accounting these additional forces due to 

internal boundary (interface) movement, at every time step, at every boundary node at the 
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interface, in both the directions (from structure to fluid and back) along with the standard 

wall friction model can represent the actual frictional effect leading to damping of the 

pressure wave. The present study then compared the results obtained from the analyses with 

and without FSI, with the experimental results, and with the results of 1-D analysis by 

Monajitha et al. (2014) (Fig. 5.8). 

 

Fig.5.8 Comparison of pressure at the outlet- with FSI (Case 1) 

From Fig. 5.8, it is seen that the first peaks from 3-D transient analyses with and 

without FSI closely match each other unlike the model by Mohan (2016). Moreover, the 

damping of pressure wave from the numerical simulation incorporating FSI agrees well with 

the experimental results. The frequency of the pressure wave from the FSI model also 

matches well with the experimental results. The number of cycles within two seconds in the 

pressure wave obtained from the 3-D-CFD model without FSI and that from the 1-D model 

are slightly different from the observed one, indicating that the velocity of the wave is either 

computed wrongly or the variation of the wave velocity, if any, is not properly represented. 

But, the number of cycles from the FSI analysis and that from experiments match well and 

hence, the variation of wave velocity or estimation of it, are represented correctly. The 

pressure variation curves from the CFD-FSI model and that from experiment match with 

reasonable level accuracy and hence, the damping in the pressure is very well represented.  

5.2.1. Dynamic Response of Pipe during Transient Flow 

In addition to the characteristics of pressure wave and their damping, the FSI analysis 

gives a lot of information about the behaviour of the structure during a transient event. The 
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principal stress and principal strain in the structure at any point, the absolute maximum 

principal stress anywhere in the structure, deformations of the structure and support reactions 

in the structure are available at various locations from the numerical model.  

Fig.5.9 shows the variation of major principal stress in the pipe wall at the outlet (at x 

=72 m), at x= 71 m (1 m from outlet), near the centre (x = 35 m) and the absolute maximum 

principal stress occurred in the whole body, with respect to time. It indicates that the principal 

stress in the pipe wall exhibits the same pattern of the pressure variation. The maximum 

principal stress exerted in the pipe is 8.12 MPa which is much lesser than the allowable stress 

in steel. The direction of maximum principal stress goes on changing with respect to time. 

This direction of principal plane does not match with x, y and z directions. However, the 

hoop stress based on the maximum exerted pressure at the outlet (10.4 × 105 Pa) is 6.62 MPa, 

the longitudinal stress is 3.31 MPa and the wall shear stress 0.413 MPa. The principal stress 

computed from these three stresses is 6.67 MPa, indicating that the actual maximum stress 

can be higher than the computed principal stress by approximate calculation. The Tresca or 

Von Mises stresses (Timošenko and Goodier, 1951; Boresi et al., 1985; Ameen, 2005) were 

not considered, as the main purpose of this comparison is to indicate the difference in the 

value of principal stresses rather than indicating the failure stresses. It may be noted that the 

FSI analysis takes care of axial, bending and torsional actions, and hence the simple principal 

stress computation may not give reasonable accuracy. Therefore, the incorporation of FSI 

between the fluid and the structure not only models the wave damping, but also gives the 

principal stress which may, sometimes, be higher than the stress computed conventionally 

from the maximum pressure. This feature indicates the importance of FSI analysis, especially 

where the factor of safety in the design is small and nearer to one, and where the boundary is 

curved. Stress anywhere in the pipe or critical points can be obtained and checked against the 

maximum design capacity of the pipe. 
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Fig.5.9 Variation of major principal stress with time (case 1) 

In addition, the FSI analysis can give the variation in strain with respect to time at any 

point in the pipe. The Fig. 5.10 gives the variation of principal strain in the pipe wall at the 

outlet (at x =72 m), at x= 71 m (1 m from outlet), near the centre (x = 35 m) and the absolute 

maximum principal strain (whole body) with respect to time.  Also, this modelling can 

calculate the deflection of the pipe with respect to time, and Fig.5.11(a) and (b) gives that 

variation of maximum deflection with respect to time, at a section near the centre (x=35) and 

at x=71 m. The figure shows that there is an initial fluctuation in the deflection for a short 

duration of 0.2 s and then the average deflection settles around a non-zero value 

corresponding to the static component of deflection at that point. In this test setup, the centre 

to centre distance between the intermediate fixed supports is only 2m, and hence, the 

deflection is negligibly small (maximum 0.117 mm). But, when the unsupported length 

increases the deflection also increases. Thus, FSI model can be used for finding out the 

spacing of supports so that the deflection of the pipeline is within the allowable limit. The 

analysis can identify the excess deflection leading to plastic state. Moreover, points, where 

stress concentration is expected, can be examined so that any possibility of failure can be 

identified. However, this 3-D-CFD-FSI model has a huge computation time which may 

render the application in a complex practical situation limited. 
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Fig.5.10 Variation of major principal strain with time (case 1) 

 

  

Fig.5.11(a) Variation of total pipe deflection with time 
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Fig.5.11(b) Initial variation of total pipe deflection with time 

5.2.1.1. Support Reactions 

The numerical study incorporating the FSI enables us to extract the variation of forces 

and moments exerted in the anchors in all the directions with respect to time. These results 

are very much useful for the design of the anchors and anchor bolts. The forces and moments 

obtained at the outlet and the inlet are given in Fig. 5.12 to 5.15. 

  

Fig. 5.12 Force in longitudinal direction (Fx) at the outlet and the inlet supports 
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Fig. 5.13 Force in lateral direction (Fy) at the outlet and the inlet supports 

  

Fig. 5.14 Moment in lateral z direction (Mz) at the outlet and the inlet supports 

Among all the responses, the force in longitudinal direction and moment in vertical 

direction are more predominant. The vertical support reaction fluctuates initially and settles 

down to a value 48.5 N (for both the inlet and the outlet supports), which is equivalent to the 

static vertical support reaction. Hence it can be inferred that the FSI modelling gives realistic 

results.  
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Fig. 5.15 Moment in lateral y direction (My) at the outlet and the inlet supports 

From Fig. 5.12, 5.13, 5.14 and 5.15, it is clear that the forces and moments are 

dynamic in nature. The anchors and anchor bolts are to be designed based on the forces and 

moments exerted on the supports by the pipe during the transient flow. Some of the stresses 

consequent to the forces and moments get reversed in their nature (tensile to compressive and 

vise versa) and can induce fatigue to the system. Hence, this information is very critical in the 

design of anchors and anchor bolts and also for arriving at an optimum design. 

Thus, the incorporation of FSI in the analysis simulates the damping of pressure wave 

accurately and hence, the model development does not require the incorporation of other 

factors like variable wave velocity, artificial viscosity, and diffusive terms. Therefore, the 

deviation in the pressure variation between, that predicted using (1-D or 3-D) fluid model 

without considering FSI and that measured from the experiment, is due to the lack of 

representation of the physical phenomena. However, a categorical conclusion requires the 

reinforcement of this fact with further analysis. Hence, the study used another data set for the 

modelling with and without FSI. That data set included two data subsets, viz., one for  

laminar flow and the other for turbulent flow. These data sets satisfied the condition of rigid 

pipe as the pipe was embedded in concrete and hence selected for the study. 

5.3 Investigation on Water Hammer with FSI – Case 2(a) 

The details of the experimental setup are given in section 3.5.2. There are two data 

sets: one for the turbulent flow range and the other for the laminar flow range. As indicated 
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before in section 3.5, the first one is referred to as case 2(a) and the latter as case 2(b). The 

geometry of the experimental setup was created in the design modeller and discretised as 

explained in Case 1. The model set the boundary conditions as given in earlier section. The 

velocity of flow in the experiment was 0.212 m/s for turbulent flow; and the corresponding 

mass flow was given as the input. The boundary condition for the closure of valve at the 

outlet was defined by using the user-defined function which related the variation of the 

discharge with respect to time. In the experimental setup B, the pipe was buried in the 

concrete to prevent movement/deformation of the pipe, during the experiment. For the 

analysis without FSI, the outer fluid boundary was selected as a wall, as explained in Case 1. 

The anchoring condition for the analysis including FSI, was incorporated in the ANSYS 

Transient structural, by setting the displacement throughout the boundary as zero in y and z- 

directions, i.e., two degrees of freedom corresponding to the deformation in the y and z –

directions are only arrested.  

The numerical analysis of turbulent flow (case 2(a)) was carried out using ANSYS 

Fluent. The study compared the pressure variation from the three-dimensional transient 

analysis with and without FSI, to the experimental results from Holmboe and Roleau (1967) 

(Fig. 5.16 and 5.17).  

 

Fig.5.16 Normalised Pressure variation at the outlet-Turbulent flow 
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Fig.5.17 Normalised Pressure variation at the midpoint-Turbulent flow 

In these figures, the horizontal axis is the time normalised by the wave travel time 

from the tank to the valve as presented in Holmboe and Roleau (1967) and Araya and 

Chaudhry (1997). Similarly, the vertical axis is the pressure head divided by Joukowsky 

head.  All the pressure peaks and the period of the pressure wave from the numerical study, 

match well with the experimental results. The figure compares the obtained results, with the 

results of the 1-D analysis with unsteady friction conducted by Araya and Chaudhry (1997) 

(Fig. 5.16). The first and second pressure peaks coincided with each other in all the results. 

The pressure variation at the midpoint of the piping system is compared with the 

available experimental results and that comparison is depicted in Fig 5.17. The pressure 

peaks and pressure wave at the midpoint of the pipe also exhibit the same behaviour as that at 

the outlet. In general, the results obtained from the flow analysis of the experimental setup B 

predict the actual transient flow behaviour satisfactorily. There is no deviation in the pressure 

variation for all the four cases (1-D analysis with unsteady friction, experimental result, 3-D 

analysis without FSI and 3-D analysis with FSI) when the pipe is embedded in concrete. In 

other words, when the assumption of rigid pipe is fully satisfied, all the three methods give 

the same results. Hence, it verifies the proposition that the deviation mentioned in the earlier 

case (case 1), among the simulated results, is due to the lack of representation of fluid-

structure interaction.  

5.4. Investigation on Water Hammer with FSI– Case 2(b) 

In the same way, the study simulates the transient flow for the laminar flow condition 

case 2(b) as well. In this case also, manual closure of the valve at the outlet created the 
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transient event. The results obtained for the laminar flow at the valve and the midpoint of the 

pipe length with and without FSI are compared with the corresponding experimental results 

(Fig. 5.18 and 5.19). The results from the models 3-D with FSI and without FSI are matched 

closely except for the slight deviation which can be attributed to rounding off error in the 

computational procedure. The pressure variation curves match satisfactorily for all the 

methods, especially in case of peak values. The pressure variation at the midsection also 

depicts the same behaviour (Fig.5.19). 

 

Fig.5.18 Normalised Pressure variation at the outlet-Laminar flow 

 

Fig.5.19 Normalised Pressure variation at the midpoint-Laminar flow 

Hence, it is concluded that if the piping system is a rigid one, like the pipe buried in 

concrete as in experimental setup B (Fig.3.2), the incorporation of FSI in the modelling has 

no significant effects in the transient analysis. Even by using 1-D classical water hammer 

equations, with unsteady friction, the transient flow can be simulated accurately.  But in most 

of the practical cases, the anchoring condition is not fixed, as given in the experimental setup 
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B. The piping system is subjected to both axial and radial movement as well as bending and 

torsion during a transient event and hence, the role of FSI in the transient analysis is 

significant, for better prediction of pressure rise and wave damping. Also, the analysis with 

FSI can simulate the duration of actual existence of high / low- intensity pressure/stresses 

present in the system. This concept can find utilisation in the selection/design of surge 

protection devices, which mainly depend upon the damping mechanism (Thara et al., 2018).  

5.5. Numerical Modelling of Water Hammer with FSI - Case 3 

The data corresponding to a flow velocity of 0.181 m/s was used for the numerical 

modelling of the case 3 because that is the flow velocity which did not cause cavitation. For 

the experimental setup C, the geometry was created in Design Modeller in ANSYS 

workbench (Fluent 2012) according to the specifications mentioned in the experimental setup 

C. The geometry was discretised using meshing tool as explained in setion 5.1. For 

conducting mesh independence study,  the geometry was divided into meshes of different size 

from fine mesh to coarse mesh. 

5.5.1. Effect of FSI on Pressure Wave Damping 

The steady state flow was simulated for the given condition and the results were 

tested with the actual results. Then, the flow was changed to transient flow by suddenly 

closing the valve at the downstream. The closure time of the valve was 40 ms which was 

transferred to the model through the boundary condition by using a UDF. Among the 

available turbulent models, the standard k-ε model is the basic and most widely used model 

(Fluent 2012) and hence used in this study. Initially, the outlet boundary condition was 

adopted as mass flow outlet with constant mass flow corresponding to the flow velocity of 

0.181 m/s. Then it was changed to zero mass flow by using a UDF that sets a linear variation 

of mass flow rate from 0.3882 kg/s to zero within 40 ms.  

Initially, the model was simulated without considering the FSI. The outer fluid surface 

was treated as a wall for the simulation without considering the piping system, i.e., without 

considering the effect of FSI. It means that the pipe wall is considered as rigid and hence, 

does not undergo any deformation. Internal cell zone was selected as fluid. The boundary 

condition at the inlet was set as the pressure-inlet, and the inlet-pressure was given. Hybrid 

Initialization was used for initialising the flow. The flow is simulated with a time step of 10-5 
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s. The grid independence study was conducted for different element numbers- 551460, 

275730, 110292 and 55146. The result of the study is given in Table 5.2 and Fig.5.20. Table 

5.2 gives the details of the four different meshes with the element size in the longitudinal 

direction as, 5 mm, 10 mm, 25 mm and 50 mm. The computed pressure at the outlet for all 

the four cases are given in Fig. 5.20. 

Table 5.2 Grid independence study for case 3 

Maximum element 

size 
5 mm 10 mm 25 mm 50 mm 

Number of Nodes 6,24,283 3,12,193 1,24,939 62,521 

Number of Elements 5,51,460 2,75,730 1,10,292 55,146 

Aspect Ratio 1.4072 2.555 6.3876 12.775 

Orthogonal Quality 0.975 0.975 0.975 0.975 

Skewness 0.168 0.168 0.168 0.168 

 

 

Fig.5.20 Pressure variation at the outlet for different grid size 

From Fig. 5.20 it is clear that the change in number of elements from 551460 to 55146 

does not make any difference in the pressure variation at outlet. As the element size 

increases, orthogonal quality and skewness do not change within the element sizes under 

consideration. However, the aspect ratio of the element increases and exceeds the desired 

value of 10 in case of element size 50 mm. Hence for further analysis, the number of 

elements was adopted as 110292, with size as 25mm.  
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Now, the model (3-D-CFD) was run with the specified setup and the pressure variation 

obtained from the model was compared with the experimental results (Fig.5.21). From Fig. 

5.21, it can be seen that the peak value of water hammer pressure is 4.1 bars from the 

experiment, which was obtained as 4.3 bars from numerical simulation using 3-D flow 

equations, using ANSYS FLUENT. The pressure wave frequency was found to get deviated 

slightly from the experimental results after three cycles. 

 

Fig.5.21 Comparison of pressure at the outlet - numerical and experimental results (case 3) 

To study the effect of FSI in the transient flow, the same flow problem, considering 

the FSI was simulated by using the ANSYS Fluent, the Transient structural and the system 

coupling with the same initial boundary conditions and the support conditions except for the 

wall boundary. The wall boundary became an internal boundary condition which was 

dynamic in the sense that the external boundary of the fluid moved with the deformed 

internal boundary of the pipe. The mesh generation was performed just like the one, which is 

performed for the modelling without FSI. A 3-D twenty node hexahedron was used for 

modelling the pipe element as explained in section 5.1. The support conditions of the pipe 

were provided according to the anchoring conditions in the experimental setup C. The same 

modelling strategy was used as in section 5.2, for incorporating FSI. But the external 

boundary condition for the pipe varies as the number of supports changes from case to case. 

The supports were created with the same dimensions of the physical model and assigned as 

fixed support for the numerical study. The analysis with FSI was carried out for four different 

support conditions, mentioned in the experimental details. The results obtained from the 

analyses with and without FSI for five-anchor support condition were compared with the 

experimental results and are shown in the Fig. 5.22. 
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Fig.5.22 Comparison of pressure at the outlet for five anchor support condition 

For the sake of easiness in the analysis, the numerical model that does not accounts 

FSI is called model P and that accounts FSI is called model Q in subsequent discussion in this 

section. From the Fig.5.22, it is seen that the model P slightly overestimates the water 

hammer pressure while the model Q gives correct pressure peak when the results from these 

models are compared with the experimental results. It is also observed that the model Q 

predicts the damping of pressure wave correctly while the model P does not. The period of 

pressure wave of the results from the model P does not match with that of experimental 

results. This is evident from the deviation of curves of pressure waves.  On the other hand, 

the period of experimental pressure wave and that from the model Q match closely with each 

other, indicated by the coinciding pressure waves. Hence, it reinforces the fact that the 

damping in the pressure wave and the pressure wave period are very well predicted by 

incorporating FSI in the numerical model, without adding any additional mechanism which 

may not be physically present. 

5.5.2 Effect of Anchors on Transient Flow 

The analysis accounting FSI is repeated for the other three anchoring conditions - no 

anchor, two anchor and three anchor. In the numerical model, the anchors are created as fixed 

supports with the same dimension as that of the physical model. The pressure variations at the 

outlet, for different support conditions are obtained from the model Q by changing the 

anchoring conditions. The numerical pressure variations at the outlet for different anchoring 

conditions were then compared with the experimental results. As seen in Fig. 4.17 

(experimental results in chapter 4) the experimental pressure variation at the outlet did not 
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vary with the number of supports.  Hence, for the sake of clarity in the figure the numerical 

results were compared with one of the experimental results. This comparison is given in Fig. 

5.23.  

 

Fig.5.23 Comparison of experimental pressure variation at the outlet for the pipe with 

numerical results of different anchoring conditions  

From Fig. 5.23, it is vivid that there is no change in the water hammer pressure at the outlet 

for all the four support conditions. The pressure peaks and damping are the same for all the 

four support conditions. The experimental results also exhibit the same pattern as given in 

Fig. 4.17. 

 From Fig. 5.23 and 4.17, it can be observed that the numerical simulation 

incorporating FSI very well predicts the water hammer pressure and its damping with time. 

Another important conclusion from this study is that the increase in the number of fixed 

anchors attached to the piping system does not affect the pressure variation due to water 

hammer, which agrees well with the conclusion from the experimental results. 

5.5.3. Dynamic Response of Pipe during Transient Flow 

In addition to the characteristics of pressure wave and their damping, the model Q 

gives a lot of information about the behaviour of the structure during a transient flow. The 

stress and strain in the pipe wall in all the three directions, their resultant, deformations of the 

structure and support reactions in the structure are available at various locations from the 

numerical simulation. The maximum and minimum values of different structural responses 

such as the principal stress at various points, the deflection in different directions, the total 



134 
 

deflection, the forces and the moments in all the three directions for support condition with 

five fixed anchors (a typical example) are tabulated in Table 5.3. 

Table. 5.3. Structural response of pipe with five fixed anchors. 

Structural Response of pipe Max Min 

Maximum Principal stress (MPa) 18.241 1.38 

Principal stress at outlet (MPa) 13.87 0.188 

Principal stress at inlet (MPa) 12.00 0.180 

Deflection in y direction (mm) -1.375 -0.001 

Deflection in x direction (mm) 0.034 -0.034 

Total Deflection (mm) 1.375 0.0011 

Force Fx- outlet (N) 448.2 -60.9 

Force Fx- inlet (N) -176.7 -182.5 

Force Fy –outlet (N) 249.4 27.43 

Force Fy –inlet (N) 232.9 27.43 

Force Fz- outlet (N) 0.019 -0.017 

Force Fz- intlet (N) 0.015 -0.009 

Moment Mx- outlet (Nmm) 0.002 -0.004 

Moment Mx – inlet (Nmm) 0.003 -0.003 

Moment My –outlet (Nmm) 14.1 -11.5 

Moment My –inlet (Nmm) 13 -15 

Moment Mz – outlet (Nmm) -383.3 -1.71e5 

Moment Mz – intlet (Nmm) 1.49e5 384.5 

From the Table 5.3, it is seen that most of the values fluctuate with time. A few of 

them even changes the direction. This information has importance while considering the 

design of fatigue-failure-free piping system. Moreover, this information is critical not only in 

the design of piping system but also in the failure analysis during stress fluctuations. The 

absolute maximum principal stress occurred anywhere in the pipe structure is obtained as 
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18.24 MPa which is very less than the allowable stress in steel. However, the hoop stress 

based on the maximum exerted pressure at the outlet is 2.67 MPa only, indicating that the 

actual maximum stress can be much higher than the computed stress by approximate 

calculation. The large difference in these two values occurs because of the bending action. 

In the fixed anchor at the outlet, force in longitudinal direction fluctuates between 

maximum 448.2 N and minimum -60.9 N. Similarly bending moment, in lateral z direction 

changes between maximum -1.71×105 Nmm and minimum -383.3 Nmm. The reactions in the 

lateral directions are almost same both at the outlet and the inlet. Moments in y direction is 

almost equal both at the outlet and the inlet supports. It can also be seen that the torsion 

moment is negligible both at the outlet and the inlet supports for this flow velocity. This is 

quite obivious in straight pipes. However, this may not be the case for pipes with bends.  The 

anchors and anchor bolts are designed based on the forces and moments exerted on the 

supports by the pipe during transient flow. If the forces and moments get reversed during the 

transient flow, the stress acting on the anchors and anchor bolts also reverse the nature (will 

change to tensile from compressive or vice versa). Hence, this information is very critical in 

the design of anchors and anchor bolts and for checking the safety of the anchors and anchor 

bolts under reversal of stresses and also for arriving at an optimum design. 

5.6 Water Hammer with Cavitation  

 A cavitating flow occurs when a liquid is subjected to a pressure below the vapour 

pressure of the liquid. Then, the liquid starts vaporizing, yielding a two-phase system 

consisting of a mixture of water and vapour. The vapour formed is generally assumed to be in 

the shape of a spherical bubble. The modelling of cavitation can be carried out by different 

conceptual models. Out of the three different cavitation models available in ANSYS Fluent as 

discussed in Chapter 3, the Schnerr-Sauer cavitation model was selected for the study. The 

Schnerr-Sauer model is more robust and converges faster, as compared to the Singhal et al. 

model (Wang et al., 2016; Jansson et al., 2017).   

For the analysis of water hammer with cavitation, an initial flow velocity 0.273 m/s 

was selected for the modelling of flow in MS pipe as the cavitation was occurred for this flow 

velocity in the experimental study. The experimental setup and other details are as explained 

in section 3.5.4. The numerical study on water hammer with cavitation was tried with a 3-D 

model. As explained by Jansson et al. (2017), fine mesh was used in the longitudinal 
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direction which rendered the number of nodes as 6,24,283 and the number of elements as 

5,51,460. The mesh qualities like aspect ratio, skewness, orthogonal quality and element 

quality were with in the desirable limits and hence, this mesh size was adopted. Among the 

various multiphase models available in ANSYS Fluent, mixture model with no slip velocity 

and two Eulerian phases was selected. Water was assigned as phase 1 and vapour was 

assigned as phase 2. Initially, steady flow was simulated considering water as incompressible 

fluid with a constant density of 998.2 kg/m3, a vapour viscosity of 0.001003kg/ms, a thermal 

conductivity of 0.6 w/m-K, a specific heat of 4182 J/kg-K, a molecular weight of 18.0152 

kg/kg- mol and a reference temperature of 298 K. In the multiphase flow, the initial volume 

fraction of water was taken as 1 and that of vapour was considered as 0 at the inlet. The outlet 

condition was assigned as the mass flow outlet with a flow of 0.5878 kg/s (flow velocity 

0.273 m/s). The mass flow rate of vapour was assumed as zero.  

For running the transient simulation, the transient solver was selected. In multiphase 

flow model, mass-transfer mechanism was created as cavitation. In Schnerr- Sauer cavitation 

model, the vapour pressure was given as 3540 Pa and the bubble number density as 1x1013. 

The water was considered as compressible fluid and the vapour as ideal gas in the analysis. 

The energy equation was also included in the analysis. The transient event was created as 

explained in water hammer analysis through an outlet boundary condition (closure of valve). 

For pressure velocity coupling, SIMPLE algorithm was selected as explained in section 

3.3.5.1. For spatial discretisation of continuity equation, PRESTO! (Pressure Staggering 

Option) method was selected in water hammer simulation with cavitation which was different 

from the previous cases. The simulation was carried out with time step size 10-5. The model 

couldn’t capture the cavitation pressure, even though the remaining values of pressure are 

comparable with the experimental results. Such a behaviour was observed in earlier studies 

also (Sumam et al., 2010; Jansson et al., 2017). This situation was circumvent by reducing the 

time step to the order of 10-6. However, further reduction of time step was not possible for 

this model (with the number of nodes as 6,24,283 and number of elements as 5,51,460) 

because of the huge computation time. Hence, 2-D axi-symmetric simulation was carried out 

to study the water hammer with cavitation.  

The 2D geometry was created by using a fine mesh with the number of elements as 

1,33,320. At first, the steady flow was simulated and then transient event was created at the 

outlet boundary as in the case of 3D model. Then the transient flow was simulated with a 

time step size 10-5s. The results indicated that the model did not capture the cavitation 
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pressure as in the previous 3-D analysis. Hence, following the approach indicated in Sumam 

et al. (2010) and Jansson et al. (2017), the time step was reduced to 10-6s keeping all other 

parameters as in the previous simulation. However, no improvement was observed in the 

prediction of cavitation (Fig. 5.24). Nonetheless the simulation with time step size as 10-5s 

and 10-6s could predict the water hammer pressure and cavitation period accurately, but failed 

to capture the high pressure generated during the sudden bubble collapse. Therefore, the time 

step size was further reduced to 10-7s. The axi-symmetric model with a time step size of 10-7s 

predicted the cavitation pressure during sudden bubble collapse also with reasonable 

accuracy as shown in Fig.5.25.  

 

Fig. 5.24 Pressure at the outlet (flow velocity 0.273 m/s) – with time step 10-5  and 10-6 s 

 

Fig. 5.25 Pressure at the outlet (flow velocity 0.273 m/s) – with time step 10-7s 

Huge computation time hinders the modelling process of cavitation. The simulation 

took huge computation times at the order of several weeks even for the modelling of a 2-D 



138 
 

system. A 3-D model for cavitation took several weeks for running the model with a time 

step of 10-5s. The FSI analysis in cavitating flow is not an axis symmetric case and hence, the 

simulation of FSI in a cavitating flow has to be carried out in a 3-D model. Such a modelling 

with current computational power becomes almost impossible. However, this has to be 

attempted to verify the effect of anchors on the generation of cavitation as observed in the 

experiments. The modelling of FSI in a cavitating flow has to be attempted by increasing the 

computational efficiency, accomplished by using parallel computing or by using super 

computers. This can be considered as the future scope of the work. 

5.7. Summary 

This chapter discusses the numerical study of fluid structure interaction in a transient 

flow. The numerical study was conducted in two parts - the investigation on the role of FSI in 

the damping of pressure wave by using the available results from the literature and the 

numerical modelling of the current experimental study. Further, the effect of anchors on 

water hammer pressure was investigated. The study analysed the structural responses of the 

pipe at salient points. In addition, the water hammer with cavitation was simulated in a 2-D 

axi-symmetric model.  
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CHAPTER 6 

SUMMARY AND CONCLUSIONS  

6.1. Summary of the Work 

Many failures in piping systems were caused by the extreme pressure generated because 

of water hammer phenomenon. A large number of investigations, both experimental and 

numerical, were carried out to assess the effect of water hammer on the piping system. 

Experimental investigations on transient flow in piping systems reported in the literature 

generally avoid cavitation during the experiments, though the cavitation causes much higher 

pressure than the water hammer pressure, possibly due to the high frequency oscillations created 

in the system. It is quite natural that the flow performance including cavitation phenomenon can 

be influenced by the structural behaviour of the piping system. Limited experiments were 

reported so far considering water hammer with cavitation and incorporating the impact of fixed 

anchors. Hence, the influence of fixed anchors attached to the piping system on transient 

cavitating flow characteristics was selected as the area of the present experimental investigation. 

Further, the study aimed to evaluate the effect of FSI on the damping of pressure wave and 

examine the effect of number of fixed supports on transient flow through pipes by numerical 

modelling. 

The present study initially investigated into the effect of valve closure and the spacing of 

anchors on transient cavitating flow through the pipes of three different materials. Mild steel 

(MS), unplasticized polyvinyl chloride (UPVC) and high-density polyethylene (HDPE) were the 

materials used in the study. Experiments were conducted in three different installations in the 

water flow laboratory of FCRI, Palakkad, Kerala, by varying the four parameters under 

consideration viz., the closure time of valve, the initial flow velocity, the material properties and 

the number of fixed anchors attached to the system. The effect of closure time on the water 

hammer with and without cavitation was initially assessed. Then, the influence of the rigidity of 

the piping system was examined by conducting experiments with different number of fixed 

anchors. The present study also included a numerical investigation into the effect of fluid-



 

140 
 

structure interaction (FSI) on transient flow characteristics in a piping system and the influence 

of spacing of anchors, on transient flow. Numerical simulations of four different problems from 

two different experimental setups, published in literature and the one conducted in the study 

were used for assessing the effect of FSI on the damping of the pressure wave.  

6.2. Conclusions 

The overall conclusion from the study is that the FSI has great influence on the damping of 

pressure waves and also on the magnitude of pressure hike due to cavitation. The following 

specific conclusions are drawn from the study: 

1. The peak value of pressure in a water hammer event, when the closure time is classified as 

sudden closure, does not depend on the closure time of valve while the occurrence of 

cavitation and pressure rise due to bubble collapse greatly depend on the closure time. The 

increase in pressure due to cavitation is more than 200% when there is a 20% reduction in 

closure time. 

2. The severe cavitation pressure waves, generated as a result of the sudden bubble collapse 

near the outlet, do not travel towards upstream rather they get reflected from the nearby 

area, resulting into high frequency pressure oscillations. This information has practical 

importance as localized solution to control the cavitation is enough for safeguarding the 

pipe from the adverse effect of cavitation. 

3. The study proposes a method for identifying the occurrence of cavitation in a piping sytem 

before installing the piping system or without carrying out the modelling of cavitation 

process. When the slope of the descending phase of the first water hammer pressure cycle 

is higher than a value of 200 bars/s, the cavitation can occur and hence, precautionary 

measures are to be taken for reducing the effect. The utility of this information can be 

increased by the use of readily available simple 1-D numerical water hammer model. 1-D 

model can be easily employed for the estimation of the water hammer cycle with great 

accuracy, thereby finding the slope of the descending phase, and hence identifying the 

possibility of occurrence of the cavitation without executing a complex cavitation model. 
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4. Water hammer pressure under sudden closure condition in pipes made of elastic material 

(MS) is close to the pressure calculated by the Joukowsky formula whereas that in pipe 

made of visco-elastic materials (UPVC and HDPE) is more than Joukowsky pressure. This 

finding has practical implication in the design as the Joukowsky formula is generally used 

for estimating the water hammer pressure in the design calculations.  

5. The water hammer pressure in the piping system, for both elastic and visco-elastic 

materials included in the study (MS, UPVC, HDPE), remains unaltered with the change in 

the number of fixed anchors attached to the system. But, the chance of occurrence of 

cavitation and the resulting pressure rise are increased (without any change in the flow 

conditions) as the rigidity of the piping system is increased by means of more number of 

fixed anchors. This is valid for both elastic and visco-elastic pipe materials. This fact 

emphasizes the need for FSI analysis of fluid-filled piping system. 

6. As the rigidity of the piping system increases by providing more number of fixed supports, 

the cavitation pressure increases drastically while all flow parameters remain the same. The 

lateral acceleration of the piping system decreases significantly with the increase in the 

number of supports. This information has practical implications, as the spacing of anchors 

in any piping system should be decided by balancing the lateral acceleration of the piping 

system and the pressure rise due to cavitation. For industries where the vibration of the 

piping system has to be limited, anchors can be provided closely, by taking precautionary 

measures to avoid the failure due to cavitation. 

7. The 3-D CFD fluid model with full Navier-Stokes equation and the 1-D model with classic 

water hammer equation (lumped friction model) for the estimation of maximum water 

hammer pressure gives similar results in rigid and semi rigid pipes, despite the increase in 

the complexity in modelling for the former. Hence, the use of the 1-D model is appropriate 

for the prediction of maximum pressure during water hammer in both semi-rigid and rigid 

pipes. Where it is possible to justify the assumption of rigid pipes, like in the case of pipes 

buried in concrete, the 1-D model based on classic water hammer equation is sufficient, 

even in the modelling of the damping of pressure wave.   
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8. These models, viz., 1-D model and 3-D CFD model based on the Navier -Stokes equation 

without incorporating FSI are not able to predict the damping of pressure wave correctly in 

the case of semi-rigid pipes. A 3-D CFD model incorporating FSI for transient flow can 

satisfactorily simulate the damping of pressure wave during the transient event in the case 

of semi-rigid pipes. However, the practical applicability of this model is constrained by the 

excessive computational load in case large piping system. Nonetheless, the strategy 

indicates the alternative possibility of theoretical exploration for the mechanisms causing 

the damping in pressure waves during transient events. 

9. The incorporation of FSI between the fluid and the structure in a piping system not only 

models the wave damping, but also gives the principal stress which may, sometimes, be 

very much higher than the stress computed conventionally from the maximum pressure. 

This feature indicates the importance of FSI analysis, especially when the factor of safety 

in the design is small and nearer to one, or where the boundary is curved. This information 

is also critical in the optimum design of the anchors and anchor bolts; and also, in checking 

the safety of the piping system during the reversal of stresses. 

10. The modelling of cavitation in three dimensions for a practical piping system becomes 

almost impossible due to the huge computational loads. Even a two-dimensional cavitation 

flow model (with very fine mesh size comparable with the boundary layer thickness) for a 

practical piping system requires a time step as small as 10-7s for the prediction of cavitation 

pressure with reasonable accuracy and consequently needs huge computation time. This 

fact emphasises the importance of proposed method of identifying the occurrence of 

cavitation based on the slope of the descending phase of the first water hammer pressure 

cycle, calculated by conventional one-dimensional model. 

6.3. Research Contributions 

1. The study identifies that the peak value of pressure in a water hammer event under 

sudden closure condition (closure time < the time at which the wave returns to the point 

of disturbance) does not depend on the closure time of valve while the occurrence of 

cavitation and pressure rise due to bubble collapse consequent to cavtation greatly depend 
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on the closure time.  

2. The study proposes a method for identifying the occurrence of cavitation in a piping 

system before installing the piping system or without carrying out the modelling of 

cavitation process. When the slope of the descending phase of the first water hammer 

pressure cycle is higher than a value of 200 bars/s, the cavitation can occur and hence, 

precautionary measures are to be taken for reducing the effect. 

3. The study reveals that the Joukowsky formula underestimates the maximum pressure in a 

water hammer event under sudden closure condition in pipes made of of visco-elastic 

materials (UPVC and HDPE). This finding has practical implication in the design as the 

Joukowsky formula is generally used for estimating the water hammer pressure in the 

design calculations.  

4. The study reveals that the increase in the rigidity of the piping system by providing more 

number of anchors increases the cavitation pressure drastically while it reduces the lateral 

acceleration of the piping system significantly. This information has practical 

implications, as the spacing of anchors in any piping system should be decided by 

balancing the lateral acceleration of the piping system and the pressure rise due to 

cavitation. For industries where the vibration of the piping system has to be limited, 

anchors can be provided closely, by taking precautionary measures to avoid the failure 

due to cavitation. 

5. The study unravels that one of the possible reasons for sudden damping of pressure wave 

consequent to water hammer in a piping system is the effect of fluid structure interaction 

which is not usually accounted in water hammer analysis. 

6.4 Limitations of the Study 

 The FSI analysis in cavitating flow in practical piping system is not an axi-symmetric 

case and hence, the simulation of FSI in a cavitating flow has to be carried out in a 3-D model. 

Such a modelling with current computational power becomes almost impossible as the running 

time extends to months. 
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6.5. Scope for Further Study  

The modelling of FSI in a cavitating flow shall be attempted by increasing the 

computational efficiency, accomplished by using parallel computing or by using super 

computers. This can be considered as the future scope of the work. The influence of visco-elastic 

material behaviour on transient cavitating flow can be investigated by conducting more 

experimental and numerical studies. 
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