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Chapter 1
Introduction

1.1 Motivation and Survey of Literature

Korovkin-type theorems refer to a particular class of results which provide simple but very

useful tools to determine whether a given sequence of positive linear operators acting on

some function space is an approximation process; i.e, converges strongly to the identity

operator. In general, such theorems provide some ‘test subsets’ of functions which guar-

antee that the approximation property holds on the entire space provided it holds on them.

The name derives from the result by P.P. Korovkin [25], a Russian mathematician, that

the above-stated property holds for the functions 1, x, x2 in the space C[0, 1] of all con-

tinuous functions on the interval [0, 1]. This simple but very powerful result motivated

many mathematicians around the world to extend it and to study it in various settings

such as function spaces, Banach spaces, Banach algebras, abstract Banach lattices etc.

Weirstrass approximation theorem is one of the major results in approximation theory
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1.1. MOTIVATION AND SURVEY OF LITERATURE

and a beautiful application of Korovkin theorem gives a simple proof of it. In the cele-

brated Korovkin’s theorem mentioned above, he proved a criterion to decide whether a

given sequence (ϕn)n∈N of positive linear operators on the space of continuous functions

C([a, b]) is an approximation process or not; that is, ϕn(f) → f uniformly on [a, b] for

every f ∈ C[a, b]. In fact it is sufficient to verify that ϕn(f) → f uniformly on [a, b] only

for f ∈ {1, x, x2}. We may refer to the theorem as Type I Korovkin theorem,

The set {1, x, x2} is called as Korovkin set or test set.

Very strong and productive connection of this theory with many branches of mathemat-

ics viz. functional analysis, harmonic analysis, partial differential equations, measure

theory and probability theory etc. also started to emerge. In the case of functional analy-

sis, the main areas that got benefited were approximation problems in function algebras,

abstract Choquet boundaries and convexity theory, uniqueness of extensions of positive

linear forms, convergence of sequences of positive linear operators in Banach lattices,

structure theory of Banach lattices, convergence of sequences of linear operators in Ba-

nach algebras and in C∗-algebras, structure theory of Banach algebras and approxima-

tion problems in function algebras. The main objectives of those who tried to extend the

theorem to various directions include finding test sets other than {1, x, x2}, establishing

‘Korovkin-like’ theorems in other spaces and for other classes of linear operators. Such

developments in the ensuing decades resulted in the evolution of a separate theory which

is referred to as Korovkin-type approximation theory. The concept of Korovkin closure

(if A and B are unital C∗-algebras and T : A → B is a positive linear contraction, the

Korovkin closure of a subset H of A is defined as {a ∈ A| limα Φα(a) = T (a) for every

net of positive linear contractions {Φα}α∈I from A to B such that limα Φα(h) = T (h)
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1.1. MOTIVATION AND SURVEY OF LITERATURE

for every h ∈ H) turned out to be a very handy tool in solving many problems arising out

of generalising Korovkin theorem. Majority of the Korovkin-type theorems that appeared

during the early years deal with answering one of the following questions;

• when does the Korovkin closure have an algebraic structure?

• when does the Korovkin closure become the whole space?

In the setting of C(X), whereX is a compact Hausdorff space and function space (unital,

separating, closed linear subspace ofC(X)) there is a rich theory related to the concept of

‘boundaries’, specifically Choquet boundary and Shilov boundary. Bishop and de Leeuw

[10] introduced the notion of Choquet boundary for a function space which is the set of

all points in X with unique representing measure. Equivalently, we can see that a point

in X belong to the Choquet boundary of a function space contained in C(X) if the linear

functional on the function space of evaluation at the point admits a unique completely

positive extension to C(X). Shilov boundary of a function space is the smallest closed

subset of X on which every function in the function space attains its maximum modulus.

It is known that Choquet boundary is dense in Shilov boundary ( [36], Proposition 6.4).

A major milestone in the development of the theory is geometric approach to Korovkin’s

theorems which has its origin in the paper of Saskin [43] in which he proved the very

important theorem connecting Korovkin sets and Choquet boundary: a function space

in C(X) is a Korovkin set precisely when its Choquet boundary is the whole of X . A

comprehensive account of these developments can be found in the survey article of Berens

and Lorentz [9]. There are other works which documented these developments such as the

monograph of Altomare and Campiti [2] and survey article of Altomare [3]. Priestley [37]
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1.1. MOTIVATION AND SURVEY OF LITERATURE

in 1976 initiated the study of Korovkin’s theorem in C∗-algebras. Priestley proved that

for a C∗-algebra A with identity I , if {ϕn}n∈N is a sequence of positive linear maps from

A into A satisfying ϕn(I) ≤ I for all n, then

C = {a ∈ A : a = a∗, ϕn(a) → a, ϕn(a
2) → a2}

is a norm-closed Jordan algebra of self-adjoint elements of A (J∗-algebra), that is a real

linear subspace of A closed under the Jordan product a ◦ b = (ab + ba)/2. Analogues

of this theorem also holds in the weak operator topology and strong operator topology.

Also, Priestley established above results in the trace norm convergence when {ϕn} acts

on the trace class operators on B(H).

Robertson [39] in 1977 generalized Priestley’s results to (complex) C∗-algebras using

ideas of Palmer [33] for large class of positive linear operators and obtained that the set C

mentioned above is actually aC∗-algebra. Robertson proved that if {ϕn}n∈N be a sequence

of Schwarz maps for a C∗-algebra A such that ϕn(I) ≤ I for all n, then the set

D = {a ∈ A : ||ϕn(x)− x|| → 0 for x = a, a∗a, aa∗}

is a C∗-algebra. Meanwhile, Takahasi [50] improved Priestley’s results in C∗-algebras

considering norm convergence and without the assumption a = a∗. Limaye and Nam-

boodiri [27] in 1982 obtained the generalization of the results of Priestly and Robertson

as follows: Let A and B be complex C∗-algebras with identity, let {ϕn}n∈N be a se-

quence of positive linear maps from A into B satisfying ϕn(I) ≤ I for all n and ϕ is a
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1.1. MOTIVATION AND SURVEY OF LITERATURE

C∗-homomorphism from A to B. Then

E = {a ∈ A : ϕn(a) → ϕ(a), ϕn(a
∗ ◦ a) → ϕ(a∗ ◦ a)}

is a J∗-algebra where ◦ denotes the Jordan product. If all ϕn and ϕ are Schwarz maps,E is

a C∗-subalgebra of A. The theorem holds for operator norm convergence, weak operator

convergence and the strong operator convergence. There is also a slight modification

of this theorem for the convergence. There are two more significant results due to P.P.

Korovkin regarding test sets, namely

• (a) There is no test set for C([a, b]) consisting only of two functions. Thus the

cardinality of a test set is at least 3.

• (b) A triple is a test set of C([a, b]) exactly when it is a Čebyšev system on [a, b].

We may call theorems (a) and (b) as Korovkin’s Type II and Type III theorems respec-

tively. It may be mentioned here that while Type I Korovkin theorem attracted a lot of

attention, the other two types still remain rather unexplored. Korovkin type approxima-

tion theory in C(X) case was pursued and amplified by Wulbert [52], Berens & Lorenz,

Bauer etc. Bauer in particular expanded investigation of Korovkin subspaces using suit-

able enveloping functions. It is almost certain that the first noncommutative Korovkin type

theorem appeared in an unpublished work of Arveson [8]. He considered approximation

of ∗-homomorphisms from C(X), (X compact Hausdorff) to a general C∗-algebra. The

theorem proves that under certain conditions, Korovkin closure of a certain subspace of

C(X) becomes the whole space. William Arveson, in his seminal work began the system-
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1.1. MOTIVATION AND SURVEY OF LITERATURE

atic noncommutative Choquet and Shilov theory by defining most of the terminology and

techniques. Central to this theory is what Arveson termed as boundary representations-a

family of ’special’ representations of aC∗-algebra such that their restrictions to a subspace

(closed, containing the identity of the C∗-algebra) have unique completely positive exten-

sion to the entireC∗-algebra. Arveson refers to the set of all unitary equivalence classes of

boundary representations mentioned above as the noncommutative Choquet boundary for

the subspace. Arveson identified that the noncommutative analogue of this fact is equiv-

alent to the assertion that there exist sufficiently many boundary representations for an

operator system(subspace of a unital C∗-algebra which is self-adjoint, closed, containing

the identity of the C∗-algebra) where the operator system generates the C∗-algebra. The

question whether an operator system has got sufficiently many boundary representations

remained unsolved since 1969, and it was Arveson himself that proved it in the affirmative

for a separable operator system-i.e, every separable operator system has sufficiently many

boundary representations. The general case remained elusive, and Davidson and Kennedy

settled it once and for all by proving that every operator system has got sufficiently many

boundary representations to completely norm it. Arveson coined the term hyperrigid sets

to denote the noncommutative version of Korovkin sets. He proved that a separable oper-

ator system is hyperrigid if and only if every representation of the C∗-algebra generated

by the operator system has unique extension property relative to the operator system. It

follows that when the operator system is hyperrigid, every irreducible representation has

unique extension property. Arveson [7] conjectured that the converse is also true: i.e, if

every irreducible representation of a C∗-algebra is a boundary representation for a sep-

arable operator system contained in it, then the operator system is hyperrigid. This is
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1.1. MOTIVATION AND SURVEY OF LITERATURE

the celebrated Arveson’s hyperrigidity conjecture and it remains unsolved till today for

a general C∗-algebra, even though Arveson [7] himself could prove it for a C∗-algebra

with countable spectrum and Craig Kleski [24] for Type-1 C∗-algebras. Recall that Type

II Korovkin theorem in the classical case says that there is no test set in the case of C[a, b]

containing two elements. But when we consider the general case of a C∗-algebra gen-

erated by a hyperrigid set, an analogues result does not seem to exist. Arveson [7] has

proved that if x ∈ B(H) is self-adjoint with at least 3 distinct points in its spectrum,

then {1, x, x2} is a hyperrigid set of generators for the C∗-algebra generated by x and

the identity while {1, x} will not be a hyperrigid generator. M.N.N.Namboodiri proved a

similar result; for a normal operator x ∈ B(H), {1, x, x∗x} is a hyperrigid set of gener-

ators for the C∗-algebra generated by x and identity. Also if the spectrum of x contains

three distinct points on a straight line, then {1, x} will not be a hyperrigid generator for

the C∗-algebra mentioned above. Now, coming to the Type-III Korovkin theorems, recall

that a subspace of a Banach space is called a Čebyšev system if every point of the Banach

space admits a unique closest point in the subspace. Haar [19] obtained a characteriza-

tion for a finite dimensional subspace of C(X), X compact Hausdorff: an n dimensional

subspace is a Čebyšev subspace exactly when no non-zero element in the subspace has

more than n− 1 zeros. Thus he gave an algebraic characterization of a property which is

purely geometrical. The study of Čebyšev subspaces of C∗-algebras was carried out by

Robertson, Yost and Pedersen. Attempts to prove the analogue of Haar’s theorem [19] led

to quite a few interesting results in the noncommutative C∗- algebra setting. Robertson

and Yost [40] showed that in an infinite dimensional unital C∗- algebra, C1 is the only

finite dimensional *- subalgebra which is also a Čebyšev subspace. They also proved a
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1.2. ORGANISATION OF THE THESIS

remarkable result which says that every C∗- algebra in a certain large class contains an

infinite dimensional Hilbert subspace with the property that each of its closed subspaces

is a Čebyšev subspace. Robertson [38] provided the characterization of 1-dimensional

Čebyšev subspaces of von Neumann algebras in terms of central projections. He also

showed that a finite dimensional *-subalgebra of dimension greater than 1 of an infinite

dimensional von Neumann algebra can’t be a Čebyšev subspace. Berenz and Lorenz [9]

proved that if X denotes a closed interval in R or unit circle, then each Čebyšev system

contained in C(X) is a Korovkin set.

1.2 Organisation of the Thesis

Čebyšev subspaces in the general C∗-algebra setting is studied and Chapter 1, we give

a brief survey of the evolution of classical Korovkin’s theory and its noncommutative

counterpart. Important notions such as test sets, hyperrigidity, boundary representations,

Choquet boundary etc are introduced.

In Chapter 2, we give the basics of C∗-algebras and along with various notions con-

nected with classical and noncommutative Korovkin theory. In Section 2.1, as a prereq-

uisite, we give the essentials of the theory of C∗-algebras etc. In section 2.2 the classical

notion of Choquet boundary, and Shilov boundary are discussed. Some of the theorems

related to Choquet boundary are explained. In Section 2.3, we describe the classical Ko-

rovkin’s theorem, Korovkin set and Saskin’s theorem relating the Korovkin set and Cho-

quet boundary. In Section 2.4, completely positive maps onC∗-algebras which is essential

for the study of hyperrigidity is introduced along with Stinespring’s theorem for com-
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1.2. ORGANISATION OF THE THESIS

pletely positive maps. In Section 2.5, We discuss non commutative versions of Choquet

boundary and Shilov boundary. In Section 2.6, the notion of boundary representations

is introduced and explained. . In Section 2.7, Arveson’s hyperrigidity conjecture is dis-

cussed. Important theorems concerned and some special cases in which the conjecture

has been proved are also given.

In Chapter 3, we study the notion of hyperrigidity. In Section 3.1, the concept is intro-

duced and the characterization theorem for hyperrigid operator systems due to Arveson

( [7], Theorem 2.1) is given. A few more results due to Arveson are also stated. In section

3.2, Arveson’s hyperrigidity conjecure is stated and the special cases for which the conjec-

ture has been proved are also discussed. Section 3.3 is about two other notions viz. weak

hyperrigidity and strong hyperrrigidity as introduced by M.N.N. Namboodiri( [31], [32]).

In Chapter 4, we discus the concept of Čebyšev subspaces of general normed spaces as

well as C∗-algebras. Section 4.1 is about the classical case where the underlying space

is a normed space. Here we discuss the classical Haar condition. In section 4.2 Čebyšev

subspaces of von Neumann algebras and general C∗-algebras are discussed. Section 4.3

deals with noncommutative Haar condition and its connection with Arveson’s notion of

boundary representations.

In Chapter 5 the notions of separating operator systems and quasi hyperrigid oper-

ator systems of C∗-algebras are discused. In section 5.1 we discuss Arveson’s notion

of separating subalgebras of C∗-algebras. In section 5.2 separating operator systems are

introduced and establish its connection with the notion of quasi hyperrigidity.

In Chapter 6, we discuss some problems for further research may be possible. The

problems are described briefly.

9



Chapter 2
Preliminaries

This chapter is devoted to briefly discuss the basics of C∗-algebras, and to introduce the

terminologies and basic results in connection with the Korovkin theory-both classical and

noncommutative, boundary representations, Čebyšev subspaces etc.

2.1 C*-algebra Preliminaries

A norm on a vector space V is a function V ∋ x→ ∥x∥ ∈ [0,∞) satisfying the following

conditions, for all x, y ∈ V, α ∈ C

i. ∥x∥ = 0 ⇔ x = 0.

ii. ∥αx∥ = |α|∥x∥.

iii. ∥x+ y∥ ≤ ∥x∥+ ∥y∥.

10



2.1. C*-ALGEBRA PRELIMINARIES

A normed vector space is a pair (V, ∥∥) consisting of a vector space together with a norm

on it. An algebra A is a vector space together with a bilinear map V 2 ∋ (x, y) → xy such

that x(yz) = (xy)z, x, y, z ∈ A. A norm ∥.∥ on an algebraA is called submultiplicative

if

∥xy∥ ≤ ∥x∥∥y∥ (x, y ∈ A).

A Banach algebra is an algebra which is complete w.r.t. a submultiplicative norm. A

function x → x∗ from A to A is said to be an involution (adjoint operation) if it is con-

jugate linear such that (x∗)∗ = x and (xy)∗ = y∗x∗ ∀x, y ∈ A. The pair (A, ∗) A is

said to be a ∗-algebra. An element x ∈ A where A is a ∗-algebra is called self-adjoint if

x = x∗. A Banach ∗-algebra A is a Banach algebra equipped with an involution. A Ba-

nach ∗-algebra is said to be a C∗-algebra if it satisfies the C∗-identity; i.e., ||x∗x|| = ||x||2

∀x ∈ A. If the C∗-algebra A admits a unit 1(1x = x1 = x∀x ∈ A), then we say that A is

a unital C∗-algebra. Now let us see some examples of C∗-algebras.

(i) The scalar field C is a C∗-algebra with the involution defined as complex conjuga-

tion λ→ λ̄.

(ii) Let X denote a compact Hausdorff space and let

C(X) = {f : X → C : f continuous }.

Then C(X) is a C∗-algebra with involution defined by f → f̄ .

(iii) If H is a complex Hilbert space then B(H), which is the set of bounded linear

operators onH is aC∗-algebra and in this case the involution is defined by T → T ∗

11



2.1. C*-ALGEBRA PRELIMINARIES

(T ∗ is the adjoint of the operator T ).

If A is a unital C∗-algebra then the spectrum of an element a ∈ A (denoted by σ(a))

is the set {λ ∈ C|(a− λ.1)is not invertible}. An element a ∈ A where A is a C∗-algebra

is called positive if a is self-adjoint and σ(a) ∈ [0.∞). It can be proved that a ∈ A is

positive precisely when a = b∗b for some b ∈ A.

A representation of a C∗-algebra A is a pair (π,H) where H is a Hilbert space and

π : A → B(H) is a ∗-homomorphism. We also say that π is a representation of A on

H . The representation π is faithful if π is one-to-one. For a given subspace M of A, let

[M ] denote the closed linear span of elements of M in A. Now the representation π is

called non-degenerate if [π(A)H] = H and it is called cyclic representation if ∃ η ∈ H

satisfying [π(A)η] = H . (In this case the vector η is called the cyclic vector for π). Let

A be a C∗-algebra and (π,H) and (ρ,H ′) be two representations of A. We say that π is

unitarily equivalent to ρ if there exists a unitary map W : H → H ′ such that Wπ(y) =

ρ(y)W for every y ∈ A. We write π ∼ ρ when π and ρ are unitarily equivlent. Let

π : A → B(H) be a representation and let M be a subspace of H . M is said to be

invariant subspace for π(A), if π(A)M ⊆M . If both M and M⊥ are invariant for π(A),

then M is a reducing subspace for π(A).

A representation ρ : A → B(H) is said to be irreducible if ρ(A) does not com-

mute with any non-trivial projection. This can again be proved to be equivalent to say-

ing that other than 0 and H , ρ(A) has no other closed invariant subspaces. Now let

[π] = {ρ : ρ ∼ π}. The spectrum Â of A is defined as Â = {[π] : π is an irreducible

representation of A}.

12



2.2. CHOQUET BOUNDARY AND SHILOV BOUNDARY-CLASSICAL CASE

A linear functional ϕ defined on a unital C∗-algebra A is called a state if it is positive;

i.e, ϕ(a∗a) ≥ 0 ∀a ∈ A and ϕ(1) = 1. For every state ϕ on a unital C∗-algebra

A, there exists a cyclic representation (πϕ, Hϕ) and a cyclic vector ξϕ such that ϕ(x) =

⟨πϕ(x)ξϕ, ξϕ⟩ ∀x ∈ A. If S is a subspace of a C∗-algebra A, let S∗ = {a : a∗ ∈ S}. We

say that S is self-adjoint when S = S∗. If the given C∗-algebra A is unital, then a self-

adjoint subspace S containing the identity of A is called an operator system. An operator

system S ⊆ B(H), is known to be a concrete operator system. Choi and Effros [12] gave

an abstract axiomatic definition of an operator system. They established a representation

theorem so that every abstract operator system can be represented as a concrete operator

system.

A unital subalgebra B of a C∗-algebra A is called an operator algebra. A concrete oper-

ator algebra is an operator algebra contained in B(H). There is also an abstract notion of

operator algebras which is due to Blecher, Ruan and Sinclair(BRS) [11]. The BRS the-

orem [11] asserts that all abstract operator algebras have realization as concrete operator

algebras.

2.2 Choquet boundary and Shilov boundary-Classical Case

Let M ⊆ C(X) and 1 ∈ M . A boundary for M is a subset Y ⊆ X such that for each

f ∈ M , there is y ∈ Y such that ∥f∥ = f(y). In other words a boundary for a function

system is a norm-attaining subset of X . A lot of work has taken place in this setting

and the celebrated Krein-Milman theorem turned out to be crucial in the development of

the theory of boundaries. The classical Krein Milmann theorem says that every compact

13



2.2. CHOQUET BOUNDARY AND SHILOV BOUNDARY-CLASSICAL CASE

convex subset of a locally convex space is the closed convex hull of its extreme points.

Choquet generalised this theorem by replacing finite sums with integrals. If Y is a non-

empty compact subset of a locally convex vector spaceX , and if µ is a probability measure

on Y , a point x ∈ X is said to be represented by µ if f(x) =
∫
Y
fdµ for every f ∈

X∗. A non-negative regular Borel measure µ defined on a compact Hausdorff space X

is supported on a subset Y of X if Y is a Borel set and µ(X \ Y ) = 0. Bishop and de

Leeuw introduced the concept of Choquet boundary for a function space. Let M be a

function space in C(X). Consider the set K(M) of all linear functionals on M such that

∥ϕ∥ = 1 = ϕ(1). Note that K(M) is a weak*- compact and convex subset of M∗. But

by Hahn- Banach extension theorem, we can extent each element ofK(M) to an element

of K(C(X)). Also we have Riesz representation theorem by which we can identify each

element of K(C(X)) with an element of P (X) (the set of all probability measures on

X). If ϕ ∈ K(C(X)), there is a probability measure µ on X such that ϕ(f) =
∫
X
fdµ

for every f ∈ C(X). Let lx ∈ K(C(X)) denote the evaluation functional at the point x,

i.e, lx(f) = f(x), f ∈ C(X).

Definition 2.2.1. Let X be a compact Hausdorff space and let C(X) be the set of con-

tinuous complex valued functions on X . A linear, closed, separating subspace of C(X)

that contains the constant functions is called a function space.

Let us now give the definition of a Choquet boundary in the classical case.

Definition 2.2.2. The Choquet boundary of a function space M in C(X) where X is a

compact Hausdorff space consists of all x ∈ X such that lx, the evaluation functional at

the point x is an extreme point of K(M).

14



2.3. CLASSICAL KOROVKIN THEOREM AND SASKIN THEOREM

We have the following characterization of choquet boundary in terms of the represent-

ing measures.

Proposition 2.2.1. Let M be a function space in C(X) and x ∈ X is in the Choquet

boundary of M if and only if µ = δx is the only probability measure on X such that

f(x) =
∫
X
fdµ for every f ∈M .

It can be verified that the Choquet boundary of a function space is actually a boundary

for the same.

Definition 2.2.3. Let M be a function space in C(X) where X is a compact Hausdorff

space. If there is a smallest closed boundary (i.e, a closed boundary which is contained

in every closed boundary)for M , it is called the Shilov boundary for M .

Proposition 2.2.2. Let M be a function space in C(X) where X is a compact Hausdorff

space. Then the closure of the Choquet boundary is the Shilov boundary for M .

2.3 Classical Korovkin theorem and Saskin theorem

The classical Korovkin theorem [25] in 1953 gives conditions for uniform approximation

of continuous functions on a compact metric space using sequences of positive linear op-

erators. The theorem can be seen as generalization of the classical results of Weirstrass

on uniform approximation of continuous functions using algebraic or trigonometric poly-

nomials.
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Theorem 2.3.1. [9] (Korovkin’s Theorem) For a sequence {φm : m = 1, 2, 3, ...} of

positive linear maps from C([0, 1]) to itself, and for each function pl(t) = tl, t ∈ [0, 1],

l = 0, 1, 2, if

lim
m→∞

φm(pl) = pl uniformly on [0, 1], l = 0, 1, 2,

then

lim
m→∞

φm(g) = g uniformly on [0, 1], ∀ g in C[0, 1].

Definition 2.3.1. An S ⊆ C([a, b]) is said to be a Korovkin set or test set, if for ev-

ery sequence {φm} : C([a, b]) → C([a, b], m = 1, 2, 3, ... of positive linear maps

lim
m→∞

φm(g) = g uniformly on [a, b] ∀g ∈ S implies that lim
m→∞

φm(f) = f uniformly

on [a, b] ∀f ∈ C([a, b]).

By Korovkin theorem, {1, x, x2} is a Korovkin set for C([0, 1]).

The following beautiful theorem by Saskin in [43] showed the important connection

between Korovkin sets and Choquet boundary.

Theorem 2.3.2. [9] Let S be a function space in C(X). Then the following are equiva-

lent.

1. S is a Korovkin set.

2. ∂S = X .
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2.4. COMPLETELY POSITIVE MAPS

2.4 Completely Positive Maps

Completely positive maps are an important collection of morphisms betweenC∗-algebras.

Apart from having a norm, a C∗-algebra has an order structure induced by the cone of

’positive’ element. Positive elements play an important role in C∗-algebras. We use the

notation x ≥ 0 to denote that x is a positive element in a C∗-algebra A. The set A+ of all

positive elements in A forms a norm-closed, convex cone in A.

Let A be a C∗-algebra and Mn(A) denote the set of n× n matrices with entries from

A. An arbitrary element of Mn(A) is represented as [xij], xij ∈ A. With respect to the

following operations, Mn(A) is a ∗-algebra. The adjoint operation is defined as [xij]∗ =

[x∗ji] and for [xij] and [yij] in Mn(A), we define [xij] · [yij] =
[

n∑
l=1

xilylj

]
. We have a

natural way to make Mn(A) into a C∗-algebra. For a Hilbert space H , the identification

Mn(B(H)) = B(H(n)) (whereH(n) = H⊕H⊕· · ·⊕H , n times) induces aC∗-norm on

Mn(B(H)). Assume thatA acts faithfully onH . The ∗-algebraMn(A) can be realized as

a ∗-subalgebra of Mn(B(H)). This makes Mn(A) into a C∗-algebra. Note that the norm

on Mn(A) is independent of the choice of H as the norm on a C∗-algebra is unique.

Let B be another C∗-algebra. Let S be an operator system contained in A. We can

endow Mn(S) the norm and order structure that it inherits from Mn(A). Let φ : S → B

be a linear map. Then φ induces a map φn :Mn(S) →Mn(B), n ∈ N where φn([sij]) =

[φ(sij)]. Therefore each CP map ϕ on S gives rise to a class of maps {ϕn}n∈N. The

adjective completely signify that all the maps {φn} exhibit a particular property. The map

φ is called n-positive if φn is positive. The map φ is called completely positive (CP) if φ

17



2.4. COMPLETELY POSITIVE MAPS

is n-positive for all n ≥ 1. The map φ is said to be completely bounded (CB) if ||φ||CB =

sup
n≥1

||φn|| < ∞. The map φ is said to be completely contractive (CC) if ||φ||CB ≤ 1. In

the same spirit we can define complete isometry. It is clear that if φ is n-positive, then

φ is k-positive for every k < n. The map φ is unital completely positive (UCP) if φ

is completely positive and φ(1) = 1. UCP maps are always completely contractive as

||φ||CB = ||φ(1)|| for CP maps.

Let CP (A,H) = {ϕ : A → B(H)/ϕ is CP }. The notation UCP (A,H) is used to

denote the subset of UCP maps. When dim(H) = n < ∞, elements of UCP (A,H) are

called matrix states.

W.F. Stinespring characterized completely positive maps in his famous theorem known

as Stinespring’s dilation theorem.

Theorem 2.4.1. [34] (Stinespring dilation theorem) Given a unital C∗-algebraA and a

CP map ϕ : A→ B(H), there exists a Hilbert spaceK, a representation π : A→ B(K)

and a bounded operator V from H to K such that

ϕ(x) = V ∗π(x)V.

It is clear from the above theorem that when ϕ is unital, V is an isometry.

Let ϕ be a CP map and let ϕ(.) = V ∗π(.)V be a Stinespring representation of ϕ. By

taking K0 = [π(A)V H] one may define a new completely positive map by restricting

π to K0. Let π0 = π|K0
. Then π0 also satisfies ϕ(a) = V ∗π0(a)V, a ∈ A. Therefore

without loss of generality we can assume that [π(A)V H] = K. With this condition,
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2.5. CHOQUET AND SHILOV BOUNDARY: NONCOMMUTATIVE CASE

ϕ(x) = V ∗π0(x)V, x ∈ A is called the minimal Stinespring’s dilation of ϕ.

The spaceUCP (A,H) can be equipped with a locally convex topology called bounded

weak topology (BW-topology). A net {ϕα}α∈∧ inCP (A,H) converges to ϕ inCP (A,H)

if ϕα(x) → ϕ(x) in the weak operator topology for every x ∈ A. As an immediate conse-

quence of a general theorem of Kadison [22] we get the following: The set UCP (A,H)

is compact in the BW-topology.

2.5 Choquet and Shilov boundary: noncommutative case

Arveson [4] through his landmark paper instigated the ’transplanting’ of the sophisti-

cated ideas available in the classical function space theory into generalC∗-algebra setting.

Arveson [4] proposed the existence of a special family of irreducible representations of

a unital closed subalgebra of a C∗-algebra called boundary representations which have

unique completely positive extension to the C∗-algebra generated by the subalgebra. The

set of all boundary representations is the noncommutative analogue of Choquet boundary

of a function algebra. Recall that the Choquet boundary for a function algebra is the set

of all points which have unique representing measures.

Definition 2.5.1. Let S be an operator system and ψ : S → B(H) be a unital completely

positive map. Then ψ is said to have unique extension property if

(i) ψ has a unique completely positive extension ψ̃ : C∗(S) → B(H) and

(ii) ψ̃ is a representation of C∗(S) on H .
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2.5. CHOQUET AND SHILOV BOUNDARY: NONCOMMUTATIVE CASE

Definition 2.5.2. [6] Consider an operator system S and let A be a C∗-algebra where

A = C∗(S). An irreducible representation π : A → B(H) of A is called a boundary

representation for S if π|S has a unique completely positive extension to A.

Arveson introduced the noncommutative generalization of the classical Shilov bound-

ary and the definition is as follows:

Definition 2.5.3. Let A be a linear subspace of a C∗-algebra B such that A contains

the identity and generates B as a C∗-algebra. Then a closed two-sided ideal J ⊆ B is

called a boundary ideal for A if the canonical quotient map q : B → B/J is completely

isometric on A. A boundary ideal is called the Shilov boundary ideal if it contains every

other boundary ideal.

Now consider A and B as in the above setting. Arveson called A an admissible sub-

space ofB if the intersection of kernels of all boundary representations forA is a boundary

ideal for A. We can prove that A is an admissible subspace of B if and only if it satisfies

the condition: for every n ≥ 1 and every n× n matrix [aij] ∈Mn(A),

||[aij]|| = sup
π∈∂A

||π([aij])||. (2.1)

where the norm of [aij] is inherited from B ⊗Mn. If the above condition is satisfied we

say that A has sufficiently many boundary representations. In this connection Arveson

proved the following:

Theorem 2.5.1. Let A be a linear subspace of a C∗-algebra B such that A contains the
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2.5. CHOQUET AND SHILOV BOUNDARY: NONCOMMUTATIVE CASE

identity and generates B as a C∗-algebra. Let A be an admissible subspace of B and

K be the intersection of kernels of all boundary representations. Then K is the Shilov

boundary ideal for A.

It turns out from the above theorem that there are sufficiently many boundary repre-

sentations for an operator system is equivalent to the condition that the Shilov boundary

is the intersection of kernels all boundary representations. This is the noncommutative

analogue of the classical theorem that for a function system S ⊆ C(X) that separates

points of a compact Hausdorff space, closure of Choquet boundary is the Shilov bound-

ary. Arveson conjectured the existence of boundary representations in the above sense.

The embedding q(A) ⊆ B/J later came to be known as the C∗-envelop ofA. The formal

definition of the C∗-envelop in the setting of an operator system is as follows:

Definition 2.5.4. [15] TheC∗-envelope of an operator system S consists of aC∗-algebra

U and a completely isometric imbedding i : S −→ U such that U = C∗(i(S)) with the

following universal property: whenever j : S −→ B = C∗(j(S)) is a unital completely

isometric map, then there is a ∗-homomorphism π : B −→ U such that i = πj.

Hamana’s work [20] proved the existence of C∗-envelope without resorting to bound-

ary representations. Later Dritschel and McCullough [15] proved the existence of the

C∗-envelope using dilation theory. These developments prompted Arveson [6] to take up

the question of existence of boundary representations once again and he was successful

in proving it for separable operator systems.

Theorem 2.5.2. [6] Let S be a separable operator system and C∗(S) be the C∗-algebra
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2.5. CHOQUET AND SHILOV BOUNDARY: NONCOMMUTATIVE CASE

generated by S. Then S has sufficiently many boundary representations.

Craig Kleski [23] showed that the ’supremum’ in equation 2.1 can be replaced by

’maximum’ when the operator system under consideration is separable. Hence the Cho-

quet boundary for a separable operator system is actually a boundary in the classical sense.

The problem of existence of boundary representations has been settled once and for all

by Davidson and Kennedy [13]. Inspired from the work of Arveson [4], and from that

of Dritschel & McCullough [15] and using dilation theoretic arguments, Davidson and

Kennedy proved that every operator system has sufficiently many boundary representa-

tions to generate the C∗-envelop.
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Chapter 3
Hyperrigidity

3.1 Preliminaries

Arveson introduced the notions of noncommutative Choquet boundary and Shilov bound-

ary and proved that every separable operator system has sufficiently many boundary repre-

sentations, providing the noncommutative analogue of the classical result that the closure

of Choquet boundary is the Shilov boundary. The central role played by Choquet and

Shilov boundary in Classical approximation theory prompted Arveson to initiate the non-

commutative approximation theory. He defined hyperrigid sets analogues to the Classical

Korovkin sets.

Definition 3.1.1. [7] Let S be the set that generates a separable C∗-algebra A. Then S

is called hyperrigid if for every faithful representation A ⊆ B(H) of A for some H and
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for all sequences of UCP maps ϕm : B(H) → B(H), m = 1, 2, ...,

lim
m→∞

||ϕm(s)− s|| = 0,∀ s ∈ S ⇒ lim
m→∞

||ϕm(x)− x|| = 0,∀ x ∈ A.

Note that in the above definition A is identified with its image π(A) under a faith-

ful nondegenerate representation π → B(H) on a Hilbert space H . The following is

Arveson’s theorem characterizing separable hyperrigid operator systems.

Theorem 3.1.1. [7] Let S ⊆ A be a separable operator system where A = C∗(S). The

following assertions are equivalent:

i. S is hyperrigid.

ii. If ρ : A→ B(H) is a nondegenerate representation on a separableH such that for

every sequence φm : A→ B(H) of UCP maps,

lim
m→∞

||φm(g)− g|| = 0,∀ g ∈ S ⇒ lim
m→∞

||φm(a)− a|| = 0,∀ a ∈ A.

iii. If ρ : A→ B(H) is a nondegenerate representation on a separableH , the map ρ|S

has unique extension property.

iv. If B is any other C∗-algebra with unit, and θ : A → B is a ∗- homomorphism and

φ : B → B is a UCP map such that

φ(y) = y ∀ y ∈ θ(S), then φ(y) = y ∀ y ∈ θ(A).
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The following theorem by Arveson can be considered to be a noncommutative strength-

ening of the classical Korovkin theorem.

Theorem 3.1.2. [7] LetX ∈ B(H) be a self adjoint operator and letA be theC∗-algebra

generated by X . Then {X,X2} is a hyperrigid generator for A.

Arveson obtained a hyperrigidity result for a well known compact operator, namely

the Volterra integration operator.

Theorem 3.1.3. [7] Let H be the Hilbert space H = L2[0, 1] and T be the Volterra

operator on H ,

Tg(x) =

∫ x

0

g(t)dt, g ∈ L2[0, 1].

T is irreducible and C∗(T ) = K(H) where K(H) is the set of all compact operators on

H . Then

(i) G = {T, T 2} is hyperrigid; for all sequences of UCP maps φn : B(H) → B(H)

for which

lim
n→∞

||φn(T )− T || = lim
n→∞

||φn(T
2)− T 2|| = 0,

one has

lim
n→∞

||φn(K)−K|| = 0

for every K ∈ K(H).

(ii) The set {T} is not hyperrigid in K(H).
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Theorem 3.1.4. [7] LetTi ∈ B(H) for i = 1, 2, ..., n be isometries andA = C∗(T1, T2, ..., Tn).

Then the set {T1, ..., Tn, T1T ∗
1 , ..., TnT

∗
n} is a hyperrigid generator for A.

3.2 Arveson’s Hyperrigidity Conjecture

The following theorem by Arveson is about the necessary conditions for a separable op-

erator system to be hyperrigid.

Theorem 3.2.1. Let S be a separable operator system such that A = C∗(S). If S is

hyperrigid, then every irreducible representation of A is a boundary representation for

S. In particular, the boundary ideal of a hyperrigid operator system must be {0}.

Arveson coined the term ‘obstructions to hyperrigidity‘ to denote the necessary con-

ditions for a separable operator system to be hyperrigid. Essentially what Arveson’s hy-

perrigidity conjecture says is that these are the only obstructions to hyperrigidity.

Conjecture 3.2.1. [7] Let S be a separable operator system such that A = C∗(S).

If every irreducible representation of A is a boundary representation for S, then S is

hyperrigid.

What is remarkable is the fact that Arveson’s hyperrigidity conjecture remains un-

solved till this date even though it has been proved for certain special cases. In fact Arve-

son himself has proved if for C∗- algebras with countable spectrum.
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Theorem 3.2.2. [7] Let S by a separable operator system generating a C∗- algebra

A such that A = C∗(S). Assume that A has countable spectrum. If every irreducible

representation of A is a boundary representation for S, then S is hyperrigid.

It has also been verified in the cases where C∗(S) is commutative [14]. Some partial

results have also been obtained.

3.3 Weak hyperrigidity and strong hyperrigidity

M.N.N. Namboodiri [32] introduced the notion of Weak hyperrigidity and proved Korovkin-

type theorem in the setting ofW ∗ algebras. He also introduced strong hyperrigidity in the

setting of completely contractive maps on C∗- algebras.

Definition 3.3.1. [32] A subset S of a W ∗-algebra A containing the identity 1A is said

to be weakly hyperrigid if

(i) A equals the W ∗-algebra generated by S.

(ii) For every faithful representationA ⊆ B(H) ofA whereH separable and every net

of contractive CP maps ϕα : B(H) → B(H), limα ϕα(s) = s weakly ∀ s ∈ S =⇒

limα ϕα(a) = a weakly ∀ a ∈ A.

Now the characterization theorem for weakly hyperrigid sets.

Theorem 3.3.1. [32] LetS be a separable operator system that generates theW ∗-algebra

A where A = W ∗(S). The following are equivalent:

27
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i. S is weakly hyperrigid.

ii. For every nondegenerate representation π : A → B(H) on a separable Hilbert

space and every sequence ϕm : A→ B(H) of UCP maps,

lim
m→∞

||ϕm(s)− s|| = 0,∀ s ∈ S ⇒ lim
m→∞

||ϕm(a)− a|| = 0,∀ a ∈ A.

iii. For every nondegenerate representation π : A → B(H) on a separable Hilbert

space, π|S has the unique extension property.

iv. For every unitalW ∗-algebra B, every unital ∗homomorphism θ : A→ B and every

contractive completely positive map ϕ : B → B,

ϕ(x) = x ∀ x ∈ θ(S) ⇒ ϕ(x) = x ∀ x ∈ θ(A).

M.N.N.Namboodiri has also posed the following conjecture in line with Arveson’s

hyperrigidity conjecture.

Conjecture 3.3.1. [32] Let A be a W ∗-algebra and S be a separable operator system

contained in A such that the C∗-algebra generated by S has countable spectrum. If ev-

ery irreducible representation of A is a boundary representation for S, then S is weakly

hyperrigid.

M.N.N.Namboodiri [31] while examining the possibility of extending Arveson’s charec-

tierization theorem for hyperrigidity to linear contractions, defined strongly hyperrigid
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sets.

Definition 3.3.2. [31] A finite or countably infinite setG of generators of aC∗-algebraA

is said to be strongly hyperrigid if for every faithful representation π of A in B(H) where

H is a Hilbert space and every sequence of CC maps ϕm : B(H) → B(H),m = 1, 2, ...,

lim
m→∞

||ϕm((π(g))− g|| = 0,∀ g ∈ G⇒ lim
m→∞

||ϕm((π(a))− a|| = 0, ∀ a ∈ A.

M.N.N.Namboodiri [31] goes on to prove the characterization theorem for strongly

hyperigid sets similar to that of Arveson’s characterization theorem for hyperrigid sets

with completely contractive maps replacing completely positive maps.
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Chapter 4
Čebyšev Subspaces

The concept of Čebyšev subspaces and related ideas have been extensively used in approx-

imation theory and in Banach spaces especially classical Banach spaces such as C(X),

the set of all complex valued continuous functions on a compact Hausdorff spaceX . The

evolution of the theory of Čebyšev systems began with the work of Russian mathemati-

cian P.L. Čebyšev and his collaborators. The study of Čebyšev subspaces in the general

C∗- algebra setting was initiated by A.G.Robertson [38].

4.1 Classical Case

The classical results are proved mainly using the lattice theoretic properties of scalar func-

tions and the topology involved. But most of the pioneering results were proved using

constructive hard analysis techniques. Excellent surveys are due to Ivanov Singer [44],

Karl-Georg Steffens [46], H.Berens and G.G.Lorentz [9] to cite important ones. The clas-
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sical concept of Čebyšev set in normed linear space is closely related to the more general

theory of best approximation. We may now recall the notion of best approximation and a

few basic results which are relevant to our discussion.

Definition 4.1.1. Let (X, d) be a metric space,G be a subset of it with x ∈ X . An element

g0 in G is called a point of best approximation of x if

d(x, g0) = inf{d(x, g) : g ∈ G}.

For X and its subspace G as above, let

PG(x) = {g0 ∈ G : d(x, g0) = infd(x, g) : g ∈ G}.

Some of the important theorems given below are stated as given in [44]. The first main

theorem that characterizes best approximation in linear subspaces of normed linear spaces

is as follows:

Theorem 4.1.1 ( [44], Theorem 1.1). LetX be a normed linear space andG be a subspace

of it, x ∈ X\G and g0 ∈ G. Then g0 ∈ PG(x) if and only if there exists f ∈ X∗ such that

(i) ∥f∥ = 1,

(ii) f(g) = 0 (g ∈ G) and

(iii) f(x− g0) = ∥x− g0∥.
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The relevance of the theorem is that the functional f mentioned in the above theorem

is ’maximal’ in nature and it can be determined for many function spaces. The following

theorem illustrates this.

For a compact Hausdorff space Ω, C(Ω) (respectively CR(Ω)) will denote the set of all

real or complex continuous functions (respectively continuous real functions) on Ω, with

supremum norm.

Theorem 4.1.2 ( [45], Theorem 1.2). LetG be a linear subspace ofCR(Ω), x ∈ CR(Ω)\G.

We have g0 ∈ PG(x), if and only if there exist two disjoint closed sets Eg0+ and Eg0− of

Ω and a Radon measure µ on Ω such that

(i) | µ | Ω = 1,

(ii)
∫
Ω
g(t)dµ(t) = 0, for all g in G,

(iii) µ ≥ 0 on Eg0+ and µ ≤ 0 on Eg0− and support µ ⊆ Eg0+ ∪ Eg0− and

(iv) x(q)− g0(q) =


∥x− g0∥ for q in Eg0+

−∥x− g0∥ for q in Eg0− .

A few more interesting results are there in this settings, but we restrict to the following

one.

Theorem 4.1.3 ( [45], Theorem 1.4). (a) For a positive measure space (Ω, ν),

X=LP (Ω, ν), 1 < p < ∞, G be a linear subspace of X , x ∈ X\G and g0 ∈ G.

We have g0 ∈ PG(x) if and only if
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∫
Ω

g(t)|x(t)− g0(t)|p−1sign[x(t)− g0(t)]dν(t) = 0, (g ∈ G).

(b) Let H be an inner product space, G be a linear subspace of H. Let x ∈ H\G and

g0 ∈ G. We have g0 ∈ PG(x) if and only if

⟨g, x− g0⟩ = 0, (g ∈ G).

Now we define the notion of Čebyšev subspace of a normed linear space.

Definition 4.1.2. A subspace G of a normed space X is called a semi Čebyšev subspace

if each vector in X has at most one closest point in G. A subspace G of X is called a

Čebyšev subspace if each vector in X admits a unique closest point in G.

In the above definition, the subspace G is called proximinal if each vector in A has at

least one closest point in G. Clearly, a Čebyšev subspace is the one which is both semi

Čebyšev and proximinal.

Čebyšev sets were also called ’Haar sets’ by some authors, e.g. by N. Efimov and

S.B.Stečhkin [16].

Theorem 4.1.4 ( [45], Theorem 3.1). A linear subspace G of a normed linear space X

is a semi-Čebyšev subspace if and only if there do not exist f in X∗, x in X and g0 in

G \ {0} such that
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∥f∥ = 1, f(g) = 0, (g ∈ G), f(x) = ∥x∥ = ∥x− g0∥.

We state a couple of general theorems more before considering concrete cases. We

use the following notations: For X and its subspace G as above,

π−1
G (0) = {x ∈ X; 0 ∈ PG(x)}.

and for two sets A and B,

A−B = {a− b : a ∈ A, b ∈ B}.

Theorem 4.1.5 ( [45], Proposition 3.1). For a closed linear subspace G of a normed

linear space X , the following statements are equivalent.

(i) G is a Čebyšev subspace.

(ii) X = G ⊕ π−1
G (0), where ⊕ means that the sum decomposition of each element

x ∈ X is unique.

(iii) G is proximinal and (π−1
G (0)− π−1

G (0)) ∩G = {0}.

(iv) G is proximinal and the restrictionωG|πG
−1(0) of the canonical mappingωG : X −→

X/G to the set π−1
G (0) is one-to-one.

The next theorem characterizes finite dimensional Čebyšev subspaces of normed lin-
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ear spaces.

Theorem 4.1.6 ( [45], Theorem 3.3). An n-dimensional linear subspace G of a normed

linear space X is a Čebyšev subspace if and only if there do not exist h extremal points

f1, f2, ..., fh of SX∗(unit sphere of X∗), where 1 ≤ h ≤ n if the scalars are real and

1 ≤ h ≤ 2n− 1 if the scalars are complex, h numbers λ1, λ2, ..., λh > 0 with
h∑

j=1

λj = 1

and x ∈ X, g0 ∈ G \ {0} such that we have
h∑

j=1

λjfj(xh) = 0(h = 1, 2, ..., n) and

fj(x) = ∥x∥ = ∥x− g0∥, (j = 1, 2, ..., h).

When X = C(Ω) (Ω compact), we get the celebrated theorem due to Haar which

characterizes the n dimensional Čebyšev subspaces of C(Ω).

Theorem 4.1.7 ( [19]). Let G be an n dimensional linear subspace of C(Ω) spanned by

the elements x1, x2, ..., xn. Then G will be a Čebyšev subspace of C(Ω) if and only if

x1, x2, ..., xn form a Čebyšev system (i.e, every
n∑

i=1

αixi ̸= 0 has at most n-1 zeros on Ω).

We will refer to the above equivalence condition for a Čebyšev subspace as the classi-

cal Haar condition. Thus Haar condition connects the geometrical and algebraic proper-

ties of functions. The characterization below of finite dimensional Čebyšev subspace of

CR[a, b] by Y. Ikebe [21] is also noteworthy.

Theorem 4.1.8 ( [21]). A finite dimensional subspaceG ofCR[a, b] is a Čebyšev subspace

if and only if

∥g0∥ < 2∥x∥, (x ∈ CR[a, b]\{0}, g0 ∈ PG(x)).

35



4.1. CLASSICAL CASE

Remark 4.1.1. It may be interesting to know whether a compact set Ω admits a Čebyšev

system or not. The following theorem gives the answer. In spite of the nice Haar condi-

tion for a given finite dimensional subspace to be Čebyšev, it is not quite possible to find

Čebyšev subspaces of arbitrary compact spaces. In fact the Mairhuber-Curtis theorem

states that a compact space admits a Čebyšev system of order n + 1 if and only if it is

homeomorphic to a subset of the unit circle T = {(x, y) ∈ R2/x2 + y2 = 1} in R2.

Moreover, a compact space X can be homeomorphic to the unit circle if and only if n is

even.

It is clear that every normed linear space contains semi-Čebyšev subspaces. for ex-

ample, if we consider a non-trivial linear subspace G which is dense in a normed linear

spaceX , we have PG(x) = ∅, for every x ∈ X\G, and thereforeG is semi- Čebyšev. But

for Banach spaces, the problem of existence of closed semi-Čebyšev subspaces though

not trivial has got an affirmative answer, namely, every Banach space contains at least one

semi-Čebyšev closed hyperplane [45]. In the case of Čebyšev subspace of Banach spaces,

the situation is different. In fact, Garkavi [17] gives the example of a Banach space for

which there are no Čebyšev subspaces. Here we quote equivalence conditions for the

existence of Čebyšev subspaces of Banach spaces.

Theorem 4.1.9 ( [44], Corollary 3.4). For a Banach space X , the following statements

are equivalent.

(i) All closed linear subspaces of X are Čebyšev subspaces.

(ii) All closed subspaces of X of a certain fixed finite co-dimension m where 1 ≤ m ≤
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dimX − 1 are Čebyšev subspaces.

(iii) X is reflexive and strictly convex.

4.2 Čebyšev subspaces of C∗-algebras

The study of Čebyšev subspaces in the general operator algebra setting was initiated by

A.G.Robertson [38] followed by Robertson and Yost [40] and then Pedersen [35].

In [38], Robertson gives a characterization of one dimensional Čebyšev subspaces of von

Neumann algebras. The result is as follows:

Theorem 4.2.1 ( [38], Theorem 1). Let M be a von Neumann algebra. Let x be an oper-

ator in M . Then the one-dimensional subspace Cx spanned by x is a Čebyšev subspace

of M if and only if ∃ a projection p in the centre of M such that px is left invertible in

pM and (1− p)x is right invertible in (1− p)M .

The proof uses the existence of central projections in von Neumann algebras together

with Hann-Banach and Krein-Milman theorems.

Another important result of Robertson is regarding the non existence of higher dimen-

sional Čebyšev subspaces of infinite dimensional von Neumann algebras which are also

∗-subalgebras.

Theorem 4.2.2 ( [38], Theorem 6). LetM be an infinite dimensional von Neumann alge-

bra. Let N be a finite dimensional ∗-subalgebra of M with dimension greater than one.

Then N is not a Čebyšev subspace of M .
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For the proof, Robertson uses the rich structural properties of von Nueman algebras.

Attempts to prove the analogue of Haar’s theorem [19] led to quite a few interesting results

in the noncommutative C∗-algebra setting. A result in that direction by Robertson and

Yost is the following.

Theorem 4.2.3 ( [40], Theorem 2.3). Let A be a norm-closed two sided ideal in a von

Neuman algebra, x ∈ A. Then Cx is a Čebyšev subspace in A, if and only if there is no

irreducible representation π of A for which 0 is an eigenvalue of both π(x) and π(x∗).

When this happens, x∗x+ xx∗ is strictly positive.

For the ’if’ part, the existence of an extreme point of the unit ball of A∗ satisfying

certain properties, when Cx is not a Čebyšev subspace of A is made use of. Assuming

A to be acting on the Hilbert space H in its universal representation, one can write the

above functional using a unit vector ξ ∈ H . A representation π of A is defined as the

restriction of A to Aξ which is irreducible. We can see that 0 is an eigenvalue for both

π(x) and π(x∗) .

The ’only if’ part is proved using central projections and Kadison’s irreducibility theorem.

Robertson and Yost [40] also proved a remarkable result which says that everyC∗-algebra

in a certain large class contains an infinite dimensional Hilbert subspace with the property

that each of its closed subspaces is a Čebyšev subspace.

Theorem 4.2.4 ( [40], Theorem 2.8). Let M be a properly infinite von Neuman algebra,

A a two-sided ideal in M . Suppose that A contains a strictly positive element (i.e, A has

a one dimensional Čebyšev subspace). Then A contains an infinite dimensional Hilbert

space V , which is Čebyšev in A. Moreover, each closed subspace of V is Čebyšev in A.
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So, A contains Čebyšev subspaces of all finite dimensions.

The existence of a sequence of orthogonal projections each equivalent to identity

adding up to identity together with the strictly positive element enables one to define a

orthonormal basis, the span of which is the Hilbert space. Proximinality of reflexive sub-

spaces together with best approximation property assured by compactness with respect to

ultra weak topology implies that all closed subspaces of the Hilbert space so obtained are

Čebyšev in A.

It is to be noted that the above class of C∗-algebras includes B(H) which means that it

has got Čebyšev subspaces of all finite dimensions.

Remark 4.2.1. The works of Robertson and Yost established that there exists no Čebyšev

subspace of finite dimension greater than one if the space under consideration is any one

of the following.

(i) An infinite dimensional abelian von Neumann algebra.

(ii) An abelian non-separable C∗-algebra.

Theorem 4.2.4 tells us how different the situation is, in the noncommutative setting.

The following theorems [40] and the corollary establishes the dearth of Čebyšev sub-

spaces of C∗-algebras which are ∗-subalgebras.

Theorem 4.2.5 ( [40], Theorem 1.3). Let A be a C∗-algebra, B, a C∗-subalgebra. Sup-

pose that one of A, B is unital, and that B is a Čebyšev subspace of A. Then A is unital
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and 1 ∈ B. IfB ̸= C1, then every maximal abelian ∗-subalgebra ofB is maximal abelian

in A .

Corollary 4.2.1 ( [40], Corollary 1.4). (1) LetA be an infinite dimensionalC∗-algebra,

B a finite dimensional ∗ -subalgebra. If B is Čebyšev in A, then A is unital and

B = C1.

(2) Let A be a commutative C∗-algebra, B, a finite dimensional subalgebra of A. If B

is Čebyšev in A, then A is unital and B = C1.

Theorem 4.2.6 ( [40], Theorem 1.5). Let M be a von Neuman algebra, A a proper C∗-

subalgebra of M with A ̸= C1. Suppose that M is not a factor of type II or III. If A is

Čebyšev in M , then M is M2(C), with A, the algebra of diagonal matrices.

Remark 4.2.2. The above result establishes the fact that the only exception of a von Neu-

man algebra A having non-trivial Čebyšev subalgebra B(B ̸= A,B ̸= C1) is A =

M2(C) for which the algebra of diagonal matrices is a Čebyšev subalgebra.

Now we turn to the results of G.K. Pederen [35] who studied the finite dimensional

Čebyšev subspaces of C∗-algebras quite extensively. Pedersen, in his attempt to extend

the Haar’s theorem to the noncommutative case, succeeds partially by giving a charac-

terization of one dimensional and two dimensional Čebyšev subspaces of a C∗-algebras.

Another result of him further extents the work initiated by Robertson and Yost to the case

of C∗-algebras.
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Theorem 4.2.7 ( [35], Theorem 1). Let V be an n-dimensional subspace of a C∗-algebra

A and assume that there is a unitary u in M(A) and a non-zero element x0 in V such

that ϕi(x
∗
0x0) = ϕi(ux0x

∗
0u

∗) = 0 for at least n orthogonal pure states ϕ1, ϕ2, ..., ϕn of

A. Then V is not a Čebyšev subspace of A.

Theorem 4.2.8 ( [35], Theorem 2). Let V be an n-dimensional subspace of a C∗-algebra

A. The following conditions are equivalent.

(i) V is not a Čebyšev subspace.

(ii) There is a unitary operator u in Ã, a non-zero element x0 in V and an atomic

space ϕ, which is a convex combination of m orthogonal pure states, such that

ϕ(x∗0x0) = ϕ(ux0x
∗
0u

∗) = 0.

If m < n, we further have ϕ(uV ) = 0.

In the following two theorems Pedersen characterizes the one-dimensional and two-

dimensional Čebyšev subspaces of C∗-algebras in terms of irreducible representations,

their eigen values and eigen vectors. These results can also be seen as the generalization

of Haar’s theorem to the first two dimensions. Pedersen remarks in the context of the

theorem above that it seems to be the best one can do in generalizing Haar’s theorem

(Theorem 4.1.7). Let A be a C∗-algebra with unit 1 and let x0 ∈ A is not a multiple of 1.

In this setting Pedersen [35] obtained the following results.

Theorem 4.2.9 ( [35], Theorem 3). Let x0 be a non-zero element in a C∗-algebra A. The

following conditions are equivalent.

41



4.2. ČEBYŠEV SUBSPACES OF C∗-ALGEBRAS

(i) Cx0 is a Čebyšev subspace of A.

(ii) x∗0x0 + ux0x
∗
0 is stricly positive in A.

(iii) In no irreducible representation (π,H) of A do the operators π(x0) and π(x∗0) both

have zero as an eigen value.

Proposition 4.2.1 ( [35], Proposition 1). Let x0 ∈ A be as above. Then the following

conditions are equivalent.

(i) The 2-dimensional subspace G = span (1, x0) is a Čebyšev subspace of A.

(ii) For a given λ ∈ C, there exists at most one irreducible representation (π,H) of A

(up-to equivalence) in which x0 and x∗0 have the eigenvalues λ and λ respectively.

Moreover, none of the multiplicities of λ and λ inH exceed 1 and the corresponding

eigenvectors are not orthogonal.

The following theorem establishes that there exists no non-trivial ČebyševC∗-subalgebra

of a non-unital C∗-algebra.

Theorem 4.2.10 ( [35], Theorem 4). If A is a C∗-algebra without unit and B, a Čebyšev

C∗-subalgebra of A, then B = A.

Theorem 4.2.11 ( [35], Theorem 5). If A is a C∗-algebra with unit, B, a Čebyšev C∗-

subalgebra of A, then either B = A,B = C1, or else A = M2 and B is isomorphic to

the algebra of diagonal matrices.
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Legg, Scranton and Waed [26] obtained some important results characterizing the

semi-Čebyšev and Čebyšev subspaces of K(H), the space of all compact operators on

some Hilbert space H. We quote a few of them:

Theorem 4.2.12 ( [26], Theorem 3). Let H be a separable Hilbert space.ThenK(H) has

N -dimensional Čebyšev subspace for each positive integer N .

Theorem 4.2.13 ( [26], Theorem 5). An N -dimensional subspace V ∈ K(H) is Čebyšev

if and only if there does not exist a non-zero C ∈ V , Cj ∈ V , j = 1, 2, ..., N − 1 and two

sets A and B each consisting of m orthonormal elements so that

(1) span (C,C1, ..., CN−1) = V ,

(2) 0 ̸= A = {v1, v2, ..., vm} ∈ ker C. B = {u1, u2, ..., um} ∈ ker C∗ and

(3) the (N − 1) × m matrix M = (⟨Civj, vj⟩)i=1,2,...,N−1,j=1,2,...,m has linearly inde-

pendent columns.

As a consequence of the above theorem we get the following corollary:

Corollary 4.2.2 ( [26], Corollary 3). If H is not separable, K(H) has got no finite di-

mensional Čebyšev subspace.

If H is separable, K(H) belongs to the class mentioned in the theorem 4.2.4. In

particular, K(H) has an infinite dimensional Čebyšev subspace. This differs from the

commutative theory, for c0 has no infinite dimensional Čebyšev subspace [45].
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4.3 Čebyšev subspaces and boundary representations

Further to the work by Pedersen in 1977 [35] in trying to extent the classical Haar con-

dition to the noncommutative case, though with limited success (for dimensions one and

two) nothing has been done in the last thirty to forty years. Here we extend the result of

Pedersen to all finite dimensions. This work also establishes a still much to be explored

relationship with Arveson’ s notion of boundary representation.

We introduce the noncommutative Haar condition as follows.

Definition 4.3.1. Let A be a C∗-algebra with unit 1A. For x1, x2, ..., xn−1 ∈ A, let

V = C1A + Cx1 + ...Cxn−1 be n dimensional. Then {1A, x1, ...xn−1} is said to satisfy

the noncommutative Haar condition if the following conditions are satisfied:

For a given λ ∈ C,

(a) there are at most n−1 irreducible representations (πi,Hi) (up to equivalence) and

a non-zero vector z0 ∈ span (x1, x2..., xn−1) such that λ and λ are eigenvalues of

πi(z0) and πi(z∗0) respectively (i = 1, 2, ..., n− 1).

(b) Assume that there arem ≤ n− 1 irreducible representations (πi,Hi) (up to equiv-

alence) and a non-zero vector z0 ∈ span (x1, x2..., xn−1) such that λ and λ are

eigenvalues of πi(z0) and πi(z∗0) respectively (i = 1, 2, ..., n − 1). If ni (respec-

tively ni) i = 1, 2, ...,m are the multiplicities of λ (respectively λ) in Hi, then
m∑
i=1

ni ≤ n−1

(
respectively

m∑
i=1

ni ≤ n− 1

)
. Moreover, at least one eigenvector
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of π̃i(z∗0) of the form π̃i(u) for some unitary u ∈ A which is not in V correspond-

ing to λ is not orthogonal to π̃i(V)H̃i where
(
π̃i, H̃i

)
is the G.N.S representation

corresponding to (A, ϕi), ϕi is the pure state defined by ϕi(a) = ⟨πi(a)ξi, ξi⟩ ; i =

1, 2, ...,m, a ∈ A and ξi is an eigenvector of πi(z0) corresponding to λ.

We give the following result which shows that the noncommutative Haar condition is

equivalent to the Haar condition in the classical case.

Proposition 4.3.1. Let A = C(X) be a C∗-algebra of all complex valued continuous

functions on a compact Hausdorff spaceX . Let B = {1A, f1, ..., fn−1} ⊂ A be a linearly

independent set and let V = spanB. Then B satisfies the noncommutative Haar condition

if and only if it satisfies the classical Haar condition.

Proof. Assume that B satisfies the non-commutative Haar condition. To show that B

satisfies the classical Haar condition. Let f̂ = λ11A + λ2f1 + ... + λnfn−1 be a non-

zero element in V with n distinct zeros u1, u2, ..., un in X . Let φk denote the evaluation

functional defined by φk(f) = f(uk), (k = 1, 2, ..., n) where f ∈ C(X). Let(πk,Hk) be

the corresponding GNS representation of C(X) by φk which is irreducible and hence one

dimensional. Put z0 = f̂ − λ11A. But πk(f̂) = 0 for each k which means that πk(z0) =

−λ1I . Thus −λ1 and its conjugate are eigenvalues of πk(z0) and πk(z∗0) respectively for

n non-equivalent irreducible representations πk; k = 1, 2, ..., n. This is a contradiction.

This shows that non-commutative Haar condition implies classical Haar condition.

Now assume that B satisfies the classical Haar condition. To show that B satisfies the
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non-commutative Haar condition.

Let f̂ be a non-zero element in Cf1 + ... + Cfn−1. Suppose that for the given λ ∈ C,

∃ n evaluation functionals φxk
, (k = 1, 2, ..., n) where xk ∈ X such that φxk

(f̂) :=

f̂(xk) = λ, (k = 1, 2, ..., n). Put ĝ = f̂ − λ1A. Then ĝ ∈ V such that ĝ(xk) = 0 for

(k = 1, 2, ..., n) which is a contradiction. Condition (b) follows trivially since all the

irreducible representations of C(X) are one dimensional. This proves the theorem.

Now we state a general version of Proposition 4.2.1 for finite dimensional Čebyšev

subspaces of C∗- algebras.

Theorem 4.3.1. Let A be a unital C∗-algebra. Consider a linearly independent set B =

{1A, x1, x2, ..., xn−1} ⊆ A and define V = spanB. Then the following are equivalent:

(i) The subspace V is an n dimensional Čebyšev subspace of A.

(ii) B satisfies the noncommutative Haar condition.

Proof. (i)⇒ (ii): Suppose that for the givenλ ∈ C, ∃ irreducible representations (πi,Hi) , i =

1, 2, ..., n such that 0 = πi ((z0 − λ)) ξi = πi
(
(z∗0 − λ)

)
ηi for some unit vectors ξi, ηi in

Hi and for some non-zero vector z0 ∈ span (x1, x2..., xn−1). By Kadison’s transitivity

theorem ( [18], Corollary 7), ∃ unitary u ∈ A such that πi(u)ηi = ξi, i = 1, ..., n. Define

pure states ϕi, by ϕi(a) = ⟨πi(a)ξi, ξi⟩; where a ∈ A, i = 1, 2, ..., n.

Then, ϕi((z0 − λ)∗(z0 − λ) + u(z0 − λ)(z0 − λ)∗u∗) = 0.
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Therefore,

ϕi((z0 − λ)∗(z0 − λ)) = 0 = ϕi(u(z0 − λ)(z0 − λ)∗u∗). (4.1)

Hence by Theorem 4.2.7, V is not Čebyšev.

Now assume that for a givenλ ∈ C, there existm irreducible representations (πi,Hi) , (i =

1, 2, ...,m)wherem ∈ {1, 2, ..n− 1} (up to equivalence) and a vector z0 ∈ span (x1, x2, ..., xn−1)

such that λ and λ are eigenvalues of πi(z0) and πi(z∗0) respectively,

but
m∑
i=1

ni ≥ n

(
or

m∑
i=1

ni ≥ n

)
or all the eigenvectors corresponding to λ are orthogonal

to π̃i(V)H̃i. Consider the case
m∑
i=1

ni ≥ n. This implies that there exist at least n orthog-

onal pure states ϕi, i = 1, 2, ..., n, satisfying equations 2.1 above. Again this implies, by

Theorem 4.2.7, that V is not Čebyšev. In the case where
m∑
i=1

ni ≥ n, following similar

steps, we arrive at the same conclusion.

Now consider the case where all the eigenvectors of π̃i(z∗0) of the form π̃i(u) for some

unitary u ∈ A which is not in V corresponding to λ are orthogonal to π̃i(V)H̃i. Assume

that there existm distinct irreducible representations (πi,Hi) (i = 1, 2, ...,m) wherem ∈

{1, 2, ..n− 1} such that πi(z0 − λ)ξi = 0 = πi(z
∗
0 − λ)ηi.

By Kadison’s transitivity theorem, ∃ unitary u ∈ A such that πi(u)ηi = ξi.
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Let ϕi(a) = ⟨πi(a)ξi, ξi⟩; where a ∈ A. Then we have

ϕi((z0 − λ)∗(z0 − λ)) = ⟨πi((z0 − λ)∗(z0 − λ))ξi, ξi⟩ = ∥πi(z0 − λ)ξi∥2 = 0.

Similarly,

ϕi(u(z0 − λ)(z0 − λ)∗u∗) = ⟨πi(u(z0 − λ)(z0 − λ)∗u∗)ξi, ξi⟩ = ∥πi(z∗0 − λ)ηi∥2 = 0.

If
(
π̃i, H̃i

)
is the G.N.S corresponding to (A, ϕi), we get π̃i(z∗0 − λ)(ũ∗) = 0. Hence by

the assumption ũ∗ is orthogonal to π̃i(V)H̃i, we have ϕi(uV) =
〈
π̃i(V)H̃i, ũ

∗
〉

= 0.

Since pure states are atomic, ( [41], page 237), each ϕi, i = 1, 2, ..,m is an atomic state.

Then by Theorem 4.2.8, V is not Čebyšev.

(ii) ⇒ (i): Assume that V is not Čebyšev. Then by Theorem 4.2.8, ∃ an atomic state

ϕ =
m∑
i=1

βiϕi, (m ≤ n) where ϕi’s are orthogonal pure states such that

m∑
i=1

βi = 1, a complex number λ and a unitary u in A so that

ϕ((z0 − λ)∗(z0 − λ)) = 0 = ϕ(u(z0 − λ)(z0 − λ)∗u∗); (4.2)

for some non-zero vector z0 ∈ span (x1, x2..., xn−1). In the case wherem < n, we further

have

ϕ(uV) = 0. (4.3)
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Hence, whenm < n, equations 4.2 and 4.3 together will imply that 1̃A and ũ∗ are orthog-

onal eigenvectors of π̃i(z0) and π̃i(z∗0) corresponding to eigenvalues λ and λ respectively.

Here, orthogonality violates condition (ii).

In the second case (m = n), there exist n orthogonal pure states ϕi, i = 1, 2, .., n satisfy-

ing equation 4.2.

Case(a): At least two of the ϕi’s are equivalent, say ϕ1 and ϕ2. Then the corresponding

G.N.S representations π1 and π2 are equivalent.

We have for unit vectors ξi ∈ Hi, ϕi(a) = ⟨πi(a)ξi, ξi⟩ , a ∈ A, i = 1, 2.

Let π1(a) = w∗
1π2(a)w1 where w1 : H1 → H2 is unitary.

Therefore,

ϕ2(a) = ⟨π2(a)ξ2, ξ2⟩ = ⟨w1π1(a)w
∗
1ξ2, ξ2⟩

= ⟨π1(a)w∗
1ξ2, w

∗
1ξ2⟩ =

〈
π1(a)ξ̃1, w

∗
1 ξ̃1

〉
.

where ξ̃1 = w∗
1ξ2.

Claim : ξ1 and ξ̃1 are independent.

If possible, let ξ̃1 = βξ1 where β is a scalar such that |β| = 1. This implies ϕ2(a) =

⟨π1(a)βξ1, βξ1⟩ = ⟨π1(a)ξ1, ξ1⟩ = ϕ1(a) which is not possible. Now it will follow that λ

andλ are eigenvalues of π1(z0) and π1(z∗0)with multiplicity 2. Consequently the condition

on the multiplicities of the eigenvalues in (ii) will be violated.

Case(b): None of the ϕi’s are equivalent. In this case it is easy to see that we get n
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inequivalent irreducible representations which will again violate condition (ii).

The following theorem establishes that the representation mentioned in Proposition

4.2.1 is indeed a boundary representation for the subspace, provided it generates the C∗-

algebra.

Theorem 4.3.2. Let A be a unital C∗-algebra and let x0 ∈ A such that

G = span (1A, x0) is a two-dimensional Čebyšev subspace of A, with A = C∗(G).

Given λ ∈ C, let π0 be an irreducible representation of A on Hπ0 such that π0|G is pure

with π0(x0)(u0) = λu0 and π0(x∗0)(v0) = λv0 for some unit vectors u0, v0 ∈ Hπ0 . Also

assume that every pure Ψ ∈
{
Φ ∈ CP (A,Hπ0) : Φ|G = π0|G

}
satisfies the condition

∥Ψ(u)(ξ0)∥ = ∥ξ0∥ for every unitary u ∈ A and some ξ0 ∈ Hπ0 . Then π0 is a boundary

representation for G.

Proof. Let K =
{
Φ ∈ CP (A,Hπ0) : Φ|G = π0|G

}
. Then K is a compact convex set

with respect to the BW-topology.

By Krein-Milman theorem, there exists an extreme element Φ0 of K. Since Φ0 is lin-

early extreme and Φ0|G is pure, Φ0 is pure ( [23], Proposition 2.2 and Crollory 2.3). Let

(V,Hπ′
0
, π′

0) be the minimal Stinespring triple corresponding to Φ0 where π′
0 is an irre-

ducible representation. Then Φ0(.) = V ∗π′
0(.)V .

We now claim that V is unitary. Since Φ0 is unital, Φ0(1A) = V ∗π′
0(1A)V = V ∗V = I ,

so V is isometric and it suffices to show that [VHπ0 ] = Hπ′
0

. But [VHπ0 ] is cyclic for

π′
0(A). We prove that the self-adjoint family of operators π′

0(A) leaves [VHπ0 ] invariant.
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Choose a unitary element u in A and some ξ0 ∈ Hπ0 . Then we have

∥π′
0(u)V ξ0−V Φ0(u)ξ0∥2 = ∥π′

0(u)V ξ0∥2−2Re ⟨V ∗π′
0(u)V ξ0,Φ0(u)ξ0⟩+∥V Φ0(u)ξ0∥2

= ⟨π′
0(u)V ξ0, π

′
0(u)V ξ0⟩ − 2Re ⟨Φ0(u)ξ0,Φ0(u)ξ0⟩+ ∥Φ0(u)ξ0∥2

= ∥ξ0∥2 − ∥Φ0(u)ξ0∥2 = ∥ξ0∥2 − ∥ξ0∥2 = 0.

Thus, π′
0(u)V ξ0 = V Φ0(u)ξ0 ∈ [VHπ0 ]. But π′

0 being irreducible, V (ξ0) is cyclic for it

and this implies that π′
0(u) leaves [VHπ0 ] invariant. Since A is the norm closed span of its

unitary elements, π′
0(A) leaves [VHπ0 ] invariant. Therefore V is unitary. Since x0 ∈ G,

Φ0(x0) = π0(x0) and therefore Φ0(x0)(u0) = π0(x0)(u0) = λu0. Thus,

V ∗π′
0(x0)V (u0) = λu0 and

V ∗π′
0(x

∗
0)V (v0) = λv0.

Now let u ∈ Hπ′
0
. Then we have,

⟨V ∗π′
0(x0)V (u0), u⟩ = λ ⟨u0, u⟩

= λ ⟨V ∗V u0, u⟩

= ⟨λV u0, V u⟩ .
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Therefore,

⟨π′
0(x0)V u0, V u⟩ = ⟨λV u0, V u⟩

which implies that π′
0(x0)V u0 = λV u0, since u ∈ Hπ0 is arbitrary and VHπ0 = Hπ′

0
.

Similarly, π′
0(x

∗
0)V v0 = λV v0. Thus λ and λ are eigenvalues of π′

0(x0) and π′
0(x

∗
0) re-

spectively. Then by proposition 4.2.1, π0 ∼ π′
0. Therefore, π′

0 = U∗π0U for some unitary

U : Hπ′
0
7→ Hπ0 . Hence Φ0 = V ∗π′

0V = V ∗U∗π0UV = V ∗
1 π0V1 where V1 = UV . Thus,

Φ0(g) = V ∗
1 π0(g)V1 for every g ∈ G. Since Φ0|G = π0|G, we have π0(g) = V ∗

1 π0(g)V1

for every g ∈ G.

i.e., T = V ∗
1 TV1 for every T ∈ π0(G).

Now, note that since U and V are unitaries, V1 is a unitary.

For T1, T2 ∈ π0(G); Ti = V ∗
1 TiV1; i = 1, 2. Hence T1T2 = V ∗

1 T1V1V
∗
1 T2V1 =

V ∗
1 T1T2V1.

Also, clearly T ∗ = V ∗
1 T

∗V1 for all T ∈ π0(G).

Thus, T = V ∗
1 TV1 for all T ∈ C∗(π0(G)) = π0(C

∗(G)) = π0(A).

Hence π0(a) = V ∗π′
0(a)V for all a ∈ A and hence π0(a) = Φ0(a) for all a ∈ A. Thus

π0 = Φ0, which proves that π0 is a boundary representation for G.

Remark 4.3.1. Theorem 4.3.1 can be applied wherever the irreducible representations

of the C∗-algebra under consideration are completely known. One such special case of

interest is C(X) ⊗MN where X is a compact Hausdorff space and MN is the set of all

N×N matrices over C which is nothing but the C∗-algebra of allMN -valued continuous
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functions on X . Let A be the C∗-algebra C(X) ⊗MN with identity 1X ⊗ IN where 1X

and IN be the constant function 1 on X and the N ×N identity matrix respectively. Let

G = span(f0 ⊗ a0, f1 ⊗ a1, ..., fn−1 ⊗ an−1) be an n dimensional subspace of A where

fk ∈ C(X) and ak ∈MN for k = 1, 2, ...n−1, and f0⊗a0 = 1X⊗IN . By Theorem 4.3.1,

G is a Čebyšev subspace of A if and only if the spanning set satisfies the noncommutative

Haar condition. In the following results the conditions (a) and (b) in the noncommutative

Haar condition are made more explicit in comparison with the classical case by proving

equivalent conditions for (a) and (b) for C(X)⊗MN .

Proposition 4.3.2. Let ω0 ∈ span{fj ⊗ aj; j = 0, 1, ..., n− 1}. Then there exist at most

n − 1 irreducible representations πk, k = 1, 2, ..., n − 1 such that 0 is an eigenvalue of

πk(ω0) and πk(ω∗
0) if and only if given n distinct points x1, x2, ...xn in X and non-zero

vectors ξ1, ξ2...ξn in CN , the Nn× n matrix (fj(xk)aj(ξk)) is of rank n.

Proof. Assume that the condition (a) of the non-commutative Haar condition holds. If

possible, let there be n distinct points x1, x2, ...xn in X and non-zero vectors ξ1, ξ2, ...ξn

in CN such that (fj(xk)aj(ξk)) is of rank less than or equal to n-1. Then there will exist

n scalars λ0, λ1, ..., λn−1 not all zero such that
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

f0(x1)a0(ξ1) f1(x1)a1(ξ1) ...fn−1(x1)an−1(ξ1)

f0(x2)a0(ξ2) f1(x2)a1(ξ2) ...fn−1(x2)an−1(ξ2)

.

.

.

f0(xn)a0(ξn) f1(xn)a1(ξn) ...fn−1(xn)an−1(ξn)





λ0

λ1

.

.

.

λn−1



=



0

0

.

.

.

0



⇐⇒
n−1∑
j=1

λjfj(xk)aj(ξk)+λ0f0(xk)a0(ξk) = 0, k = 1, 2, ..., n.⇐⇒ πk(ω0)(ξk) = 0, k =

1, 2, ...n ⇐⇒ 0 is an eigenvalue of πk(ω0) and πk(ω∗
0) for k = 1, 2, ...n which violates

condition (a). Converse follows similarly.

Proposition 4.3.3. A vector ω0 =
n−1∑
j=0

βj(fj ⊗ aj) in G satisfies condition (b) of the non-

commutative Haar condition if and only if there exist at most m cyclic vectors ξ1, ξ2, ..., ξm

(m ≤ n − 1) in CN , distinct points x1, x2, ...xm in X for the identity representation on

CN and unitary matrices u1, u2, ...um in MN such that

AB = λ̄B (4.4)
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where

A =



β̄1f̄1(x1)a
∗
1 β̄2f̄2(x1)a

∗
2 ...β̄n−1f̄n−1(x1)a

∗
n−1

β̄1f̄1(x2)a
∗
1 β̄2f̄2(x2)a

∗
2 ...β̄n−1f̄n−1(x2)a

∗
n−1

.

.

.

β̄1f̄1(xm)a
∗
1 β̄2f̄2(xm)a

∗
2 ...β̄n−1f̄n−1(xm)a

∗
n−1

.



,

B = diagonal(u1(ξ1), ..., um(ξm)) and the diagonal matrix on the right side of (4.4) with

non-zero diagonal entries is non-singular. Also the multiplicities ni (respectively ni) of

λ0 (respectively λ̄0 ) satisfy the inequality

m∑
i=1

ni ≤ n− 1

(
respectively

m∑
i=1

ni ≤ n− 1

)
.

Proof. Assume that the condition (b) of the non-commutative Haar condition holds. Hence,if

there are m ≤ n − 1 irreducible representations (πi,Hi, i = 1, 2, ...,m) (up to equiv-

alence) and a non-zero vector z0 ∈ span (f1 ⊗ a1, f2 ⊗ a2..., fn−1 ⊗ an−1) such that

λ and λ are eigenvalues of πi(z0) and πi(z
∗
0) respectively (i = 1, 2, ..., n − 1). Let

z0 =
n−1∑
j=1

βj(fj ⊗ aj). If ni (respectively ni) i = 1, 2, ...,m are the multiplicities of λ

(respectively λ) in Hi, then
m∑
i=1

ni ≤ n−1

(
respectively

m∑
i=1

ni ≤ n− 1

)
. Moreover, at
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least one eigenvector of π̃i(z∗0) of the form π̃i(ui) for some unitary ui ∈ A which is not in

V corresponding to λ is not orthogonal to π̃i(V) where
(
π̃i, H̃i

)
is the G.N.S represen-

tation corresponding to (A, ϕi), ϕi is the pure state defined by ϕi(a) = ⟨πi(a)ξi, ξi⟩ ; i =

1, 2, ...,m, a ∈ A, ξi is a cyclic vector of πi(z0) corresponding to λ.

Let ω0 = z0 − λeA which is in V . Now, put Ji = {a ∈ A : ϕi(a
∗a) = 0} = {a ∈ A :

πi(a)ξi = 0}. Then H̃i = (A/Ji) and π̃i(a)(h̃i) = π̃i(a)(h + Ji) = ah + Ji, where

h̃i = h+ Ji ∈ A/Ji .

Now, π̃i(z∗0)π̃i(ui) = λπ̃i(ui) in H̃i, if and only if

m−1∑
j=1

β̄jπi(f̄j ⊗ a∗j)(πi)(ui)(ξi) = λ̄πi(ui)ξi, i = 1, 2, ...,m. (4.5)

As discussed in Remark 4.3.1, we can write πi(f̄j⊗a∗j) = π
(1)
i (f̄j)π

(2)
i (a∗j) where π(1)

i and

π
(2)
i are irreducible representations. But the irreducible representations acting on C(X)

are the evaluation functionals. Also the only irreducible representation on MN(C) is the

identity matrix. Therefore π(1)
i (f̄j) = f̄j(xi) for some xi ∈ X . Again, π(2)

i (a∗j) = a∗j .

This implies that there exists m distinct points x1, x2, ..., xm in X satisfying the matrix

equation in the proposition.

Remark 4.3.2. The above two propositions bring clarity to the obscure nature in the

definition of noncommutative Haar condition. Note that condition (b) comes from mainly

non-commutativity while condition (a) is shared by commutative case. When N = 1, the

Nn×n matrix (fj(xk)aj(ξk)) of rank n becomes a non-singular matrix of order n. Thus
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in this case, condition (a) becomes the classical Haar condition. Further, when N=1,

condition (b) holds trivially because each of the diagonal elements uiξi on the right hand

side of equation 4.4 becomes a product of two non-zero scalars.
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Chapter 5
Separating and Quasi hyperrigid Operator

Systems

Hyperrigidity of operator systems introduced by Arveson attracted a lot of attention.

Weaker analogues of hyperrigidity also emerged and proved to be worth studying. For

example, M.N.N Namboodiri [32] introduced the notion of weakly hyperrigid sets in the

setting of W*-algebras and obtained a Arveson-type characterization theorem. Quasi hy-

perrigidity introduced in [28] is another case in point. Arveson [4] characterised boundary

representations for subalgebras ofC∗-algebras in terms of finite representations and sepa-

rating subalgebras. In this chapter, we connect these two notions with quasi hyperrigidity.
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5.1 Separating subalgebras of C∗-algebras

First we will define representation of a subalgebra of a C∗-algebra.

Definition 5.1.1. [4] Let A be a subalgebra of a C∗-algebra B such that A contains

the identity of B. A representation of A is a homomorphism ϕ of A into the algebra of

operators on some Hilbert space such that

(i) ϕ(e) = I .

(ii) ∥ϕ(a)∥ ≤ ∥a∥ for every a ∈ A.

It can be verified that when A = B, ϕ will become the usual representation of a C∗-

algebra. Now let us recall the definition of a semi-invariant subspace. A closed subspace

M of a Hilbert spaceH is called semi-invariant for a sublalgebraA ofB(H) (A containing

identity) if the mapΨ(T ) = PMT |M is multiplicative onA for every T ∈ A. Sarason [42],

who introduced the concept gave the following characterization: If M is semi-invariant

for A, then M0 := [AM ] ⊖M is A-invariant. From this we can deduce that when A is

self-adjoint,M will be a reducing subspace. Now, if ϕ is a representation ofA on a Hilbert

spaceH and ifM is a semi-invariant subspace for ϕ(A) we define a new representation ϕ0

of A on M by ϕ0(a) = PMϕ(a)|M , a ∈ A. We call ϕ0 a subrepresentation of ϕ. We say

that two representations ϕ1 and ϕ2 of A are equivalent , if there exists a unitary operator

U between their Hilbert spaces such that Uϕ1(a) = ϕ2(a)U for all a ∈ A. Now we define

separating subalgebra of a C∗-algebra.
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Definition 5.1.2. LetA be a subalgebra of aC∗-algebraB. Let ω be an irreducible repre-

sentation ofB. We say thatA separates ω if whenever π is any irreducible representation

of B such that ω|A is equivalent to a subrepresentation of π|A, we have π equivalent to

ω. A is called a separating subalgebra if it separates every irreducible representation of

B.

5.2 Quasi Hyperrigidity and Separating Operator Sys-

tems

The notion of quasi hyperrigidity for an operator system was first introduced in [28]. We

give below the definition of a quasi hyperrigid operator system and give an example to

show that the notion is weaker than the notion of hyperrigidity.

Definition 5.2.1. [28] An operator system S is said to be quasi hyperrigid if for every

irreducible representation π of C∗(S) and for every isometry V : Hπ → Hπ such that

V ∗π(s)V = π(s) for all s in S, then V ∗π(a)V = π(a) for all a in C∗(S).

Example 5.2.1. LetMn(C) denote the set of all n×n matrices over C, where n ≥ 3. Let

M ∈Mn(C) be given by
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M =



a11 a12 a13 ...... a1n

a21 a22 a23 ...... a2n

a31 a32 a33 ...... a3n

. . . ...... .

. . . ...... .

an1 an2 an3 ...... ann


be arbitrary. Now define Φ on Mn(C) as Φ(M) = N , where

N =



a11 a12 0 ...... 0

a21 a22 0 ...... 0

0 0 a22 ...... 0

0 0 0 a22 0

. . . ...... .

0 0 0 ...... a22



.

Observe that Φ is a unital completely positive map. Let T be the n × n matrix in Mn(C

where a21 = 1 and all other entries equal to 0. If S = span{I, T, T ∗} and A = C∗(S),

then Φ(s) = s for all s in S, but Φ(TT ∗) ̸= TT ∗. i.e, S is not a hyperrigid set. However,

if V is any isometry such that V ∗V = I , then V V ∗ = I , since A is finite dimensional.

Thus S is quasi hyperrigid, but fails to be a hyperrigid set.

In fact, numerous examples of quasi hyperrigid systems are given in [28].
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Now we give the definition of a finite representation.

Definition 5.2.2. [4] LetA be a subalgebra of aC∗-algebra and let ϕ be a representation

ofA. Then ϕ is called finite if it is not equivalent to any proper subrepresentation ϕ0 ̸= ϕ.

Arveson gave the following characterization for finite representations:

Theorem 5.2.1. [4] Let A be a subalgebra of a C∗-algebra and let ϕ be a representation

of A on H . Then ϕ is finite if and only if for every isometry V ∈ B(H), the condition

V ∗ϕ(a)V = ϕ(a) for all a ∈ A implies V is unitary.

. The following result connects the notion of finite representations with quasi hyper-

rigidity.

Proposition 5.2.1. Let A be a unital operator algebra in B(H). Consider the operator

system S = A+ A∗and let B = C∗(S) be the C∗-algebra generated by S. Then every

irreducible representation π ∈ B̂ is a finite representation of A if and only if S is a quasi

hyperrigid system.

Proof. Assume that every irreducible representation π ∈ B̂ is a finite representation of

A. Let π : B −→ B(Hπ) be an irreducible representation and let V : Hπ −→ Hπ be an

isometry satisfying

V ∗π(s)V = π(s) for all s ∈ S.

In particular, V ∗π(a)V = π(a) for all a ∈ A.
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But by our assumption π is a finite representation of A and therefore V is unitary.

Hence we have

V ∗π(s)V = π(s) for all s ∈ B.

This will imply that S quasi hyperrigid.

Conversely, assume that S is a quasi hyperrigid system. Let π : B −→ B(Hπ) be an

irreducible representation and let V : Hπ −→ Hπ be an isometry satisfying

V ∗π(a)V = π(a) for all a ∈ A.

V ∗π(s)V = π(s) for all s ∈ S = A+ A∗.

Since S is quasi hyperrigid, we have

V ∗π(s)V = π(s) for all s ∈ B.

V is an isometry and from the above equation it is clear that the range of V reduces the

irreducible C∗-algebra π(B). Therefore V is unitary and hence π is a finite representation

of A.

Now we define a separating operator system in line with the definition of a separating

subalgebra defined by Arveson. The necessary and sufficient condition due to Arveson

for a subalgebra to separate an irreducible representation is as follows. A subalgebra A of
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a C∗-algebra B separates an irreducible representation ω of B on a Hilbert spaceH if and

only if the following condition is satisfied: for every irreducible representation π of B on

K and every isometry V ∈ L(H,K), V ∗π(a)V = ω(a) for all a ∈ A implies that π and

ω are equivalent representations of B. Replacing subalgebra with a mere linear subspace

we give the definition of a separating operator system as follows.

Definition 5.2.3. Let S be an operator system and A = C∗(S)-the C∗- algebra generated

by S. Let π : A −→ B(H) be an irreducible representation. We say that S separates π if

for every irreducible representation ρ : A −→ B(K) and every isometry V : H −→ K,

V ∗ρ(s)V = π(s), for all s ∈ S implies that π and ρ are unitarily equivalent represen-

tations of A. We say that S is a separating operator system of A if S separates every

irreducible representation of A.

In the classical case, a set S in C(X) (where X is a compact Hausdorff) is said to

separate points of X if for each pair of points x1, x2 ∈ X where x1 ̸= x2, there exists

g ∈ S such that g(x1) ̸= g(x2). As irreducible representations of C(X) correspond to

points of X , our notion of separating operator system will coincide with the subspace

which separates points in the classical sense. Further, when S is a Korovkin set in C(X),

it separates points of X( [9], page 163). In the same way, in non commutative setting, if

S is a separable operator system and A = C∗(S), then by ( [7], Theorem 2.1) it follows

that every separable hyperrigid operator system is separating.

Theorem 5.2.2. Let S be an operator system and A = C∗(S). Then every irreducible

representation of A is a boundary representation of A for S if and only if the following

conditions are satisfied:
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(i) S is quasi hyperrigid.

(ii) every irreducible representation of A restricted to S is pure.

(iii) S is a separating operator system.

Proof. First we will assume that every irreducible representation for S is a boundary rep-

resentation. Consider an irreducible representation ρ : A −→ B(Hρ). Let V : Hρ −→

Hρ be an isometry such that V ∗ρ(s)V = ρ(s) for every s ∈ S. Then V ∗ρ(.)V is a com-

pletely positive map on A which agrees with ρ on S. But ρ is a boundary representation of

A forS. This implies that V ∗ρ(a)V = ρ(a) for all a ∈ A. ThereforeS is quasi hyperrigid.

Let ρ|S = ϕ1 + ϕ2 for some ϕi ∈ CP (S,B(Hρ)), i = 1, 2. Then by ( [4],Theorem 1.2.3),

there exists ξi ∈ CP (A, B(Hρ)) such that ξi|S = ϕi, i = 1, 2. Then ξ1+ξ2 is a completely

positive extension of ρ|S . But ρ is a boundary representation and hence ρ = ξ1+ξ2. Since

ρ is an irreducible representation, ρ is pure ( [4],Theorem 1.4.3). Therefore there exists

ti ≥ 0, i = 1, 2 such that ξi = tiρ, i = 1, 2. This implies that ϕi = tiρ|S , i = 1, 2 and

therefore ρ|S is pure.

Now we will prove that S is a separating operator system by showing that S separates

ρ. Let π : A −→ B(Hπ) be any other irreducible representation and let V : Hρ −→ Hπ

be an isometry satisfying the condition V ∗π(s)V = ρ(s), for all s ∈ S. We know that

V ∗π(.)V is a completely positive extension of ρ|S and since ρ is a boundary representation

ofA for S, we have V ∗π(a)V = ρ(a), for all a ∈ A. But then V Hρ is a reducing subspace

for π(A). Since π(A) is irreducible, we must have V Hρ = Hπ and this gives that V is
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unitary. Therefore ρ and π are unitarily equivalent. Since ρ is arbitrary, we get that S is a

separating operator system.

Conversely, assume that conditions (i), (ii) and (iii) are satisfied. Let π be an irre-

ducible representation of A on a Hilbert space Hπ. In order to prove that π is a boundary

representation of A for S. Consider K = {ξ ∈ CP (A, B(Hπ)) : ψ|S = π|S}. We will

show that K = {π}. With respect to BW-topology, K is a compact convex subset of

CP (A, B(Hπ)) ( [4], page 146). ClearlyK is non-empty. By Krein-Milman theorem, K

is the closed convex hull of its extreme points. Let ϕ ∈ K is an extreme point. We will

show that ϕ = π.

We first claim that ϕ is a pure element of CP (A, B(Hπ)). Choose non-zero elements

ϕ1 and ϕ2 of CP (A, B(Hπ)) such that ϕ(a) = ϕ1(a) + ϕ2(a), a ∈ A. Then π and ϕ are

bounded linear maps of A agreeing on S. But by condition (2) of the theorem there exist

scalars ti ≥ 0, i = 1, 2 such that ϕi(s) = tiπ(s), for every s ∈ S. If we take ti = 0, and

since e ∈ S, we get ϕi(e) = 0. Hence ϕi = 0, i = 1, 2which is not possible because of our

selection of ϕi. This gives that ti > 0, i = 1, 2. Since e ∈ S, π(e) = 1 = t1π(e) + t2π(e)

we get t1 + t2 = 1. Now put ψi = t−1
i ϕi. Then ψi ∈ K, i = 1, 2. Therefore we get

ϕ = t1ψ1+ t2ψ2. But by our assumption, ϕ is an extreme point ofK, ϕ = ψ1 = ψ2. Then

ϕi = tiϕ, i = 1, 2. This proves that ϕ is pure.

By ( [4], Theorem 1.4.3), there exists an irreducible representation ρ : A −→ B(Hρ)

and a bounded operator V : Hπ −→ Hρ such that ϕ(a) = V ∗ρ(a)V for all a ∈ A. Then
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5.2. QUASI HYPERRIGIDITY AND SEPARATING OPERATOR SYSTEMS

π(s) = V ∗ρ(s)V for all s ∈ S. Putting s = e we get V ∗V = I and hence V is an

isometry. Because of our assumption that S is a separating operator system, we get that

π ∼ ρ. Therefore, there exists a unitary operator U : Hρ −→ Hπ such that ρ = U−1πU .

Hence we can write π(s) = (UV )∗π(s)(UV ) for all s ∈ S. But UV is an isometry. By

our assumption (i) S is quasi hyperrigid and this implies that UV is unitary which in turn

gives V = U−1UV is unitary. Therefore, we can write π(s) = V −1ρ(s)V, s ∈ S. Then

V −1ρ(.)V is a representation of A which agrees with π on S. This gives that π(a) =

V −1ρ(a)V, a ∈ A. Therefore we have π = ϕ and the proof is complete.

The following example illustrates the above theorem.

Example 5.2.2. Let A = span (I, S, S∗, SS∗), where S is the unilateral right shift in

B(H) for some Hilbert space H and I the identity operator. Let B = C∗(A) be the C∗-

algebra generated by A. It is a well known fact that K(H) ⊆ B where K(H) denotes the

set of compact operators on H. Again we have B/K(H) ∼= C(T) is commutative, where

T denotes the unit circle in C and the spectrum B̂ of B can be identified with {Id} ∪ T.

Since S is an isometry, A is hyperrigid ( [7], Theorem 3.3) this in turn will imply that

all the irreducible representations of B are boundary representations for A. Clearly A is

quasi hyperrigid. Also A is separating operator system.

Further, Id|A is pure and the irreducible representations corresponding to T are one di-

mensional and their restrictions to A are also pure.
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Chapter 6
Conclusion

In this thesis, we introduced the noncommutative Haar condition (Definition 4.3.1) and

proved that it is equivalent to Haar condition in the classical case (Proposition 4.3.1). We

proved in Theorem 4.3.1 that for a unitalC∗-algebra, if we consider a linearly independent

subset of n elements which includes the identity of the C∗-algebra, the n-dimensional

subspace spanned by the set being a Čebyšev subspace is equivalent to the set satisfying

noncommutative Haar condition. We also proved in Theorem 4.3.2 that for a unital C∗-

algebra which is generated by a two-dimensional Čebyšev subspace which contains the

identity of theC∗-algebra, an irreducible representation of it under certain conditions will

become a boundary representation.

Two propositions (Proposition 4.3.2 and Proposition 4.3.3) are also given to give clarity

to the two conditions in the definition of noncommutative Haar condition.

We give the definition of a separating operator system. We prove in Theorem 5.2.2 that

if S is an operator system generating a C∗-algebra, every irreducible representation is

68



a boundary representation for S exactly when S is quasi hyperrigid separating operator

system such that restriction of every irreducible representation to S is pure.

Now we will mention some problems for further research.

Arveson’s hyperrigid conjecture [7] is not proven in its generality till this date. It

has been proven for cases where the C∗-algebra generated by a separable operator system

has countable spectrum [7], the C∗-algebra generated by an operator system is a Type-1

C∗-algebra [24] and for function systems in the commutative case [14] .

Classification of non-commuting self-adjoint operators a1, a2, ..., an satisfying non-

commutative Haar condition needs further study. A special case of interest shall be non-

commutative Toeplitz operators with continuous, periodic, real symbols. Analyzing non-

commutative Haar condition for tensor products of more general C∗-algebras can also

be undertaken. The connection between n-dimensional Čebyšev subspaces (n > 2) of

C∗-algebras and the associated boundary representations is to be investigated.
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